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Extended Abstract 

Background 

The rapid development of Generative Artificial Intelligence (GenAI) has sparked interest in its 

application to modeling and simulation (M&S). Large language models (LLMs) in the domain of 

GenAI have shown remarkable progress in replicating human learning and thinking processes with 

structured querying. This study explores a framework which leverages LLMs with chain-of-thought 

(COT) prompting together with network analytics to improve the effectiveness of collaborative group 

model building. In this context, our research question is: How can we utilise LLM and network 

analytics to improve the efficiency and effectiveness of collaborative modelling, without sacrificing 

the structured stakeholder engagement process? 

 
 

Figure 1: End-to-end iterative modelling process (Sterman, 2000, p.87); 

 

Methods 

Few-shot Chain of Thoughts (COT) prompting can help to direct LLMs to articulate their thought 

processes before arriving at a final answer[7], [8]. The design of the COT prompting process can 

leverage on the scaffolding idea, first proposed by Vygotsky [10]. As shown in Table 1, the scaffolded 

COT prompting process begins with cognitive structuring, where instruction is used to help the LLM 

understand the tasks and flow of the activity. Cognitive structuring provides explanatory structures 

that help organize the behaviour of the LLM learner. The next step involves working on a simple case 

study, where explaining and modeling serve to reduce the degrees of freedom and direct the LLM to 

appropriate responses. Next, in working with a more complex case study, explaining and modeling 

serve the dual purposes of ensuring that the LLM stays on target and continues pursuing the intended 

objective, which is a largely metacognitive function. Finally, to ensure that the LLMs use only correct 

variable names, the node list is corrected before the edge list are generated for the test case.  

Table 1: COT prompting steps with the means and intentions of scaffolding[11] 

Step Description of Step Intention Means 

1 Understanding the tasks and flow Cognitive Structuring Instructing 

2 Working on a simple case study (with 

the provision of list of CLD variables 

and directed edge lists) 

Reduction of Degrees of Freedom Explaining, 

Modeling 

3 Working on a complex case study 

(with the provision of list of CLD 

variables and directed edge lists) 

Direction Maintenance, Reduction 

of Degrees of Freedom 

Explaining, 

Modeling 

4 Working on the actual case study 

(with the provision of list of CLD 

variables) 

Direction Maintenance, Reduction 

of Degrees of Freedom 

Explaining, 

Modeling 

The LLM-augmented process is shown in Figure 2. After the system modelers validate and interpret 

(Task 2b) the transcripts of stakeholder conversations (produced in Tasks 1 and 2a) , they develop 

pseudocode (Task 3) which is defined as the simplest possible written textual description of the 

system. This pseudocode is based on the system modelers’ interpretation of the model scoping 

conversations[15]. The LLMs are then used to first generate system variables (Task 4) in a node list, 

and then create a list of directed, signed edges representing CLD relationships (Task 5) – “1” for 

positive links and “-1” for negative links. Modelers then review the output of Task 4, comparing it 
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with their intuition, and then provide their finalized variable list which meets the semantic needs of 

the context back to the LLMs. This is similar to the student-teacher feedback in scaffolding theory[11] 

where the human modelers attempt to direct the LLM towards the correct solution for the problem at 

hand.  From this directed graph representation, we use the NetworkX library of Python[16] to produce 

an exhaustive enumeration of loops (Task 6a) and evaluate the betweenness centrality of nodes (Task 

6b). Betweenness centrality plays a role in mediating or brokering role in transmitting effects in the 

network[17]. 

 
Figure 2: CLD creation using COT prompting based on scaffolding 

We evaluate the hypothesis that such a scaffolded COT approach can achieve sufficiently required 

accuracy for augmenting human modellers in the modelling process across three LLMs (ChatGPT 

4o[12], Claude 3.7 Sonnet[13], and DeepSeek R1[14])  based on precision, recall and F1 scores. The 

ground truth is the set of CLD variables and relationships developed by experienced system modelers 

with the inputs of stakeholders. 

 

Findings 

Table 2 shows the accuracy of the edge lists generated by the LLMs. Precision, recall and F1 score are 

the relevant metrics since true negatives have no meaning in this context. The final results showed 

that ChatGPT 4o[12] and Claude 3.7 Sonnet[13] generated identical edge lists; DeepSeek R1[14] had 

one edge less than them. For the ChatGPT 4o and Claude 3.7 Sonnet, 12 loops, 6 reinforcing and 6 

balancing, were generated. As a result of a missing link, the DeepSeek R1 only has 6 reinforcing 

loops. 

Table 2: Accuracy of Edge List measured against system modelling team 

 ChatGPT 4o Claude 3.7 Sonnet DeepSeek R1 

Precision 1.00 1.00 1.00 

Recall 1.00 1.00 0.97 

F1 score 1.00 1.00 0.98 

Our proposed approach selectively uses LLM technology and combines it with network analytics to 

produce outputs that can be objectively assessed for accuracy. This approach leaves stakeholders and 

modelers in charge of condensing a lengthy textual description to a concise one; identifying and 

naming variables; discussing which of a total set of feedback loops are important in the mental models 

of those studying the problem; hypothesizing about potential points of leverage (as a precursor to 

quantitative simulation) and trying out different graphical layouts of the CLD to guide the group 

model building process with stakeholders.  

 

Conclusion 

This study also revealed the potential of widely available LLMs for augmenting some tasks within the 

model building process. A specific real-world health system case study is used to demonstrate the 

feasibility of a COT approach based on the scaffolding paradigm in teacher-student interactions. The 

LLMs utilized in the study can be widely accessible and the network analytics codes are provided for 

reproducibility of this study1.  
 

 
1 Code and supplementary files can be found: https://github.com/seanlam74/ISDC_GenAI_CLD 

https://github.com/seanlam74/ISDC_GenAI_CLD
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