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Extended Abstract: Technological evolution has ushered in an era of profound digital transformation. As 

society increasingly embraces smart cities, Industry 4.0, and e-health infrastructures, its exposure to cyber 

threats escalates. Although cybersecurity technologies have advanced, adversaries now wield AI to scale 

attacks with unprecedented speed, stealth, and sophistication (FBI, 2024; Aggrey et al., 2024; Schröer et 

al., 2025). In 2024, cybercrime became the world’s third-largest economy, valued at $9.5 trillion 

(Bloomberg, 2024). This work explores the changing cyber risk landscape by identifying the systemic 

structures that underlie cyber risk management and illustrating how AI disrupts, strengthens, or redefines 

these structures.  

Methodology and Framework 

This analysis synthesizes literature research, expert interviews, and three executive workshops. Central to 

the study is a dynamic, systemic modeling approach supported by a walkthrough of the Colonial Pipeline 

incident via the cyber-kill-chain framework (Zeng & Germanos, 2019). Systemic archetypes such as the 

“aging chain,” “capability trap” (Repenning & Sterman, 2002), and “success-to-success feedback” underpin 

the analysis, offering causal loop insights into how prevention, detection, response, and recovery efforts 

evolve amid AI-driven change. 

Findings: Systemic Structures of Cyber Risk Management 

Cyber systems transition through three primary states—secure, at risk, and compromised (Zeijlemaker & 

Siegel, 2023; Estay, 2021; Armenia et al., 2021; Jalali et al., 2019). The systemic model reveals that 

prevention, detection, response, and recovery form core defensive capabilities that influence these 

transitions through interlinked balancing loops (CIS, 2021; GCIO, 2020; Muneer, 2021; Pascoe 2023; 

Zeijlemaker & Siegel, 2023; Armenia et al., 2021; Jalali et al., 2019). These efforts mitigate adversarial 

threats but also introduce cost pressures, leading to reinforcing loops that reflect trade-offs between security 

investments and organizational profitability (Eling et al., 2021; Paté-Cornell et al., 2018; Zeijlemaker et al., 

2023; Zeijlemaker & Siegel, 2023; Armenia et al., 2021; Jalali et al., 2019). When left unaddressed, system 

vulnerabilities compound over time, especially in resource-constrained environments. The lateral 

movement of ransomware and other advanced threats forms an accelerating feedback loop, as compromised 

systems infect adjacent assets, amplifying organizational exposure (Meurs et al., 2023; Luo & Liao, 2009). 



This dynamic is further complicated by the “capability trap,” in which short-term operational pressures 

defer investment in essential security functions such as patching, monitoring, and staff training (Zeijlemaker 

& Siegel, 2023). Over time, this undermines the maturity and effectiveness of cyber risk management 

programs. Survey data show that 53% of incidents stem from security control failures, while 47% result 

from unintended control lapses (IBM Security, 2022), confirming the systemic fragility induced by reactive 

governance models. 

Ransom payments introduce additional risk loops, such as repeat targeting and incomplete data recovery 

(Cybereason, 2022). 

The Colonial Pipeline Case: A Systemic Perspective 

The Colonial Pipeline incident exemplifies how attackers traverse the kill chain via successive, systemically 

linked phases—from reconnaissance and weaponization to exfiltration and ransom deployment. The attack 

exploited a single reused credential via a VPN lacking multi-factor authentication followed by lateral 

movement, domain control compromise, and critical data exfiltration. The breach inflicted over $5 billion 

in economic losses and exposed gaps in detection, segmentation, and contingency planning (Beerman et al., 

2023; Brash, 2021). In the era of AI, each of these phases can be enhanced by AI in terms of speed, volume, 

and advanced automation from both adversarial and defenders’ perspectives (Zhang et al., 2024).  

AI’s Dual Role: Disruption and Defense 

AI intensifies cyber risks by enabling autonomous attack agents (The Grungq, 2017), automated exploit 

generation, polymorphic malware (e.g., Black Mamba-Montalbano, 2023), and federated botnets (Ilascu, 

2024). Conversely, AI enhances defense through the following mechanisms: 

• Automated Security Hygiene: This includes self-patching systems (Sibanda, 2024), self-healing 

software code (ABN, 2021), self-driving trustful networks (Hireche et al., 2022), adaptive and autonomous 

identity and access management (The Hacker News, 2024), and continuous attack surface management 

systems (Vindhya et al., 2023) with automated threat mitigation (Komaragiri & Edward, 2023). 

• Deceptive Defense Systems: These leverage moving target defense that dynamically alters system 

configurations (Jajodia et al., 2019) and complicates attacks while affecting adversaries’ cognitive biases 

(Bilinski et al., 2020).  

• Autonomous Detection and Response: Enabled by SOAR (Cyware, 2023) and XDR platforms 

(Joshi, 2024), GAN-enhanced simulation (Shehu et al., 2023), and AI-guided incident forensics (Musman 

et al., 2019). 

Three AI-induced systemic structure changes emerged: 

1. Deception Capabilities: Defenders can now create controlled compromised systems that act as 

honeypots or decoys, misleading adversaries while avoiding real-world impact. This activity introduces 

new balancing and reinforcing loops involving deception capabilities and adversary recalibration (Jajodia 

et al., 2019).  



2. Two-Step Success Feedback: Attackers first poison AI-based security systems (e.g., whitelisting or 

model evasion) and then exploit infrastructure vulnerabilities. These coordinated strategies create cascading 

success loops, requiring defenders to retrain models and harden detection protocols continuously. 

3. Self-Replicating AI Exploits: Misused generative AI tools (e.g., LLMs) can autonomously spawn 

additional attack vectors as long as they remain undetected, further reinforcing this dynamic. This method 

represents a major paradigm shift in which AI becomes both an attacker and a target surface (Cohen et al., 

2024). 

Conclusion 

Our findings illustrate that AI is not merely enhancing traditional cyberattack methods; it is redefining the 

underlying systemic architecture of cyber risk management. Through a fusion of historical incident analysis, 

expert consultation, and literature synthesis, we confirm that while AI exacerbates existing tensions between 

security investment and risk exposure, it also presents novel structural opportunities. The discovery of three 

new systemic feedback structures demands urgent attention from strategists, CISOs, and policymakers. 

Failure to account for these shifts may leave organizations vulnerable to increasingly autonomous, 

deceptive, and persistent adversaries. A proactive, adaptive, and systemic approach to AI-powered 

cybersecurity is essential. 
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