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Pandemics and the climate crisis highlight the increasing importance of the ability to deal with complex situaƟons. 
According to Ackhoff, “we fail more oŌen because we solve the wrong problem than because we solve the right 
problem wrong” [1]. This is consistent with the literature showing that people have difficulty in sufficiently 
understanding complex situaƟons or problems [2,3,4]. Based on this deficient understanding, decisions are made 
that oŌen fail to have the desired effect in the long term or at all. This phenomenon is known as policy resistance 
[4], which describes the tendency for soluƟons to fail due to the system's reacƟon to the measures themselves 
[2,3,4]. The literature has offered various explanaƟons for the emergence of deficient understanding, such as 
bounded raƟonality [5] and reducƟonist thinking, and for the maintenance of deficient understanding, such as 
hypothesis-confirming (biased) informaƟon gathering and dogmaƟc reinforcement [2,3]. To counteract 
inadequate understanding of complex situaƟons and the resulƟng policy resistance, tools such as data 
dashboards, causal loop diagrams and system dynamics simulaƟons are increasingly being used. These can help 
to overcome cogniƟve limitaƟons. They also make it possible to externalize the mental models of individuals and 
thus communicate them beƩer and develop shared mental models for teams [4]. Furthermore, simulaƟon models 
can be used to examine dynamic behavior in the model and test policies and intervenƟons. Despite the many 
advantages offered by these tools, it should be kept in mind that the understanding of real-world situaƟons is 
oŌen based on representaƟons of the real-world situaƟon. Consequently, it should be assessed how 
appropriately the real-world situaƟon is represented, how reliable these representaƟons are, and how 
appropriate and reliable the resulƟng understanding is, on which decisions for intervenƟons are ulƟmately based. 

“All models are wrong, but some are useful.”  George Box  
Following this statement, we could also say: “All ideas and understandings of complex situaƟons are wrong, but 
some are useful”. The quesƟon is how we determine which tools or models are appropriate or useful and, 
consequently, which understanding is appropriate or useful. Consequently, in this paper, we argue that it is not 
only important to enable a (systemic) understanding of a complex situaƟon, but that it is equally important to 
encourage the development of a certain meta-understanding. That is, understanding how well an exisƟng 
visualizaƟon reflects a complex situaƟon and therefore how well the situaƟon can be understood and how much 
confidence should be placed in it. Why is this important? 

In the field of automaƟon psychology, it is assumed that too much trust (over trust) in automaƟon goes hand in 
hand with a high degree of reliance and compliance. This means that people rely on automaƟon and follow its 
recommendaƟons without checking the informaƟon upon which they are relying [6]. This results in an 
inappropriate use of the automated tool (misuse). Or people don't trust the tool (distrust) and don't use it 
(disuse). Lee & See call the desired level of trust “calibrated trust” [7]. This means that the level of trust 
corresponds to the tool's scope of performance. In other words, people know the tool's capabiliƟes and 
limitaƟons and therefore use it in an appropriate way.  

To achieve this, we propose a method or template for evaluaƟng the scope of performance of exisƟng tools, such 
as data dashboards, causal loop diagrams and system dynamics simulaƟons, so as to gain a meta-understanding. 
That is, to understand how well a tool reflects a complex situaƟon and therefore how well the situaƟon can be 
understood and how much trust can be placed in it.  

The term meta-cogniƟon refers to the awareness of one’s own cogniƟve processes. According to Flavell [8], two 
dimensions can be disƟnguished: meta-cogniƟve knowledge and meta-cogniƟve monitoring and self-regulaƟon. 



Regarding the first one, Flavell suggests four sub-dimensions: personalized knowledge, task-related knowledge, 
strategic knowledge and meta-cogniƟve sensaƟons. The first of these is knowledge about one's own thinking and 
memory. The last is awareness of how easy or difficult the tasks are. Task knowledge refers to knowing what 
needs to be done and what the requirements of the tasks are. Strategic knowledge is knowledge that can be used 
to evaluate whether an approach is suitable for compleƟng the tasks. 

To develop an evaluaƟon template that can be used to assess the scope of performance of an exisƟng tool, we 
iniƟally focused on idenƟfying task knowledge. That is, what should be known or what quesƟons must be 
answered to understand a complex situaƟon, and what informaƟon is needed to answer these quesƟons. 

From a systemic perspecƟve, complex situaƟons arise through interacƟng systems of systems. Therefore, to 
idenƟfy relevant quesƟons and informaƟon needed to understand complex situaƟons (task knowledge) we 
conducted a literature review on systems, systems thinking and also on data and informaƟon quality [2-4, 9-26].  
In summary, systems are “…a set of elements or parts that are coherently organized and interconnected in a 
paƩern or structure that produces a characterisƟc set of behaviors, oŌen classified as its ‘funcƟon’ or ‘purpose’ 
“ [9, p.188].  Similar to Meadows [9}, Crawley [10] proposes the following essenƟal characterisƟcs of systems: 
Systems are composed of enƟƟes (systems) and relaƟonships. Each has a form and a funcƟon. The form states 
what the system or relaƟonship is and enables its funcƟon.  The funcƟon indicates what the system or connecƟon 
does or why it exists. The formal and funcƟonal structure, from which the form and funcƟon of the system 
emerges, results from the composed enƟƟes and relaƟons [10]. According to the iceberg representaƟon 
[9,11,14,15] systems can be perceived and understood at different levels. At the event level, the observer can 
perceive and understand the performance of the underlying system funcƟons or system states. If these are 
observed over a longer period, trends and paƩerns of change can be recognized that allow conclusions to be 
drawn about relaƟonships between system funcƟons. If informaƟon about opƟmal performance measures or 
system states is available, these can be compared with the actual ones. This makes it possible to recognize 
whether the current events are to be classified as problemaƟc or unproblemaƟc. To understand why problemaƟc 
or unproblemaƟc events occur, the formal and funcƟonal structure of the underlying system of systems should 
be explored, analyzed, visualized and understood. 

Based on the insights gained, we have created a list of quesƟons that should be answered to understand complex 
situaƟons, as well as the informaƟon needed to answer these quesƟons. For each of these quesƟons and 
informaƟon needs, we have added a quesƟon and an informaƟon need regarding informaƟon and data quality. 
For example, to know what is happening, people need informaƟon about events, i.e. data about the output of 
system funcƟons. To know how trustworthy this knowledge about the situaƟon is, people need informaƟon about 
the data quality, e.g. about the completeness, validity, objecƟvity and reliability of the data. To understand why 
certain system outputs (events) emerge, people need informaƟon about the funcƟonal or input and output 
structure. To understand how reliable the represented structures are, people need informaƟon about the 
completeness, validity, reliability and objecƟvity of the structural informaƟon. 

We have developed an iniƟal draŌ of an assessment template that reflects this task knowledge. To assess the 
quality of the event data and structure, we are working on addiƟonal assessment templates to be integrated into 
the design. Based on insights from the literature on systems and systems thinking, the evaluaƟon template for 
structure will check for the presence of important structural characterisƟcs of complex situaƟons, such as 
funcƟonal openness, interdependencies that form reinforcing and balancing feedback loops, structural dynamic 
or self-organizaƟon and the parƟal lack of transparency in the structure and the associated uncertainƟes. 

The ulƟmate goal is to use these templates to assess the scope of exisƟng tools and to present the strategic 
knowledge gained to decision-makers. The assumpƟon associated with this is that by uncovering discrepancies 
between the available and required informaƟon, decision-makers can understand how comprehensively and 
reliably a tool reflects a complex situaƟon and how comprehensively and reliably the resulƟng understanding is, 
on which decisions for intervenƟons are ulƟmately based. In future work, an experimental invesƟgaƟon of these 
assumpƟons is planned. 
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