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Abstract

Energy systems modeling and scenario development play vital roles in quantitatively assessing potential trajectories
for energy transitions and informing policy decisions. Traditional frameworks often overlook uncertainties inherent
in long-term projections. Addressing factors like technological progress, societal preferences, climate dynamics, and
political priorities introduces complexity and deep uncertainties into energy models, leading to a wide range of com-
puted scenarios. Uncertainty has been recognized as a significant challenge in modeling, prompting the exploration of
methodologies to systematically expose and analyze uncertainties. This paper presents the use of a System Dynamics
simulation model designed to perform what-if analysis for energy policies, emphasizing the importance of sensitivity
and uncertainty analysis. The model is demonstrated through a case study on decarbonization in the residential sector
of a Swiss canton. The framework here presented integrates a bottom-up hybrid modeling approach, global sensi-
tivity analysis, and uncertainty analysis techniques to systematically explore uncertainties and their implications for
informing policy. Results highlight the significant impact of input parameter uncertainty on model outcomes, empha-
sizing the necessity of considering uncertainties in decision-making processes. By employing scenario analysis and
clustering techniques, the study identifies critical policy levers that can steer the residential sector toward sustainable
energy transitions, offering valuable insights for policymakers and stakeholders.

Nomenclature

Abbreviations

AIC Akaike Information Criterion

BIC Bayesian Information Criterion

BLM Binary logit model

CGE Computable General Equilibrium

CLD Causal loop diagram

DFH Dual-family house

DH District Heating

DHW Domestic hot water

DS O Distribution system operator

EH Electric heater

EMA Exploratory Modelling and Analysis

ES OM Energy Systems Optimization Model

GHG Green House Gasses

GMM Gaussian Mixture Model

HP Heat pump

HS Heating solution

IAM Integrated Assessment Model

MFH Multi-family house

MNL Multinomial logit

NPV Net Present Value

OAT One at a Time

PRIM Patient Rule Induction Method

PV Photovoltaic

RBD Register of buildings and dwellings
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S D System dynamics

S FH Single-family house

S H Space heating

S T Solar Thermal

Indices

i Buildings archetype

j Heating solution

t Time

Symbols in equations

βi Coefficients used in PV probability of adoption

δ Decay rate of people considering PV

ϵ Share of suitable roofs to install PV

γi Coefficients used in HP probability of adoption

λHS Heating solution utility

λPV PV utility

ν Share of people considering installing PV

ω Initial share of people considering PV

ϕ Growing rate of people considering PV

ρHS Probability of adoption HS

ρPV Probability of adoption PV

τ New adoptions heating solution

θi Coefficient varied in Morris SA

υHS HS peer effect

υPV PV peer effect

B Buildings

BPV Buildings with PV installed

EE Elementary Effect

IPV Buildings installing PV

L Lifetime

PHS Primary houses share

T Total new adoptions per archetype

1. Introduction

Energy systems modelling and scenario development
are valuable tools for quantitatively assessing potential
trajectories and informing policy makers [1][2]. Among
the prevalent computational modelling approaches, En-
ergy System Optimization Models (ESOM) [3][4],
Computable General Equilibrium (CGE) models [5],
and Integrated Assessment Models (IAMs) have been
extensively utilized in energy transition scenario assess-
ments [6]. Traditionally, these models have often em-
ployed deterministic methodologies, offering single op-
timal solutions or limited pathways while overlooking
uncertainties inherent in long-term projections [7]. Yet,
incorporating factors such as technological progress, so-
cietal preferences, climate dynamics, and political pri-
orities into energy models introduces complexity and
(deep) uncertainties [8][9][10]. Moreover, the diver-
sity in model structures, objectives, parameterization,
and spatio-temporal resolution results in a wide range
of computed scenarios [11]. Aware of the interface be-
tween models and policy-making, uncertainty has been
identified as a critical challenge in modelling scenar-
ios [12]. So far, layers of complexity have gradually
been added to models, allowing for the observation of
more accurate phenomena, but not necessarily help-
ing decision-makers decipher the inherent uncertain-
ties [12] [13]. The accumulation and opaqueness of un-
certainties and the potential divergences in outcomes of
models could potentially mislead decision-makers [3],
hinder consensus [14], and undermine confidence in
model-based decision-making.

Recent studies have identified a few prominent trends
in response to these limitations concerning to complex-
ity and uncertainty. Firstly, using methods to explore
broader solution spaces systematically can offer a di-
versity of design options that expose trade-offs vital in
informing politically difficult decisions [15]. Secondly,
multi-method linking and multi-model comparison per-
mit a large scenarios ensemble analysis that can cap-
ture a broad uncertainty range [12][16][17]. Lastly,
advanced sensitivity and uncertainty analysis methods
have gained traction as a means to qualify the substan-
tial uncertainties in model inputs, structure, and out-
puts [18].

On the one hand, System dynamics (SD) is well
suited to model the complexity that arises due to in-
terconnected systems with feedback mechanisms and
non-linearity, and has been used as a decision support
method in the energy sector [19]. On the other hand,
as presented in a review by [20], while traditional SD
implicitly deals with uncertainty, most studies rarely ex-
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plicitly and systematically tackle the uncertainty in their
inputs and model, and the sensitivity of the results to
these elements.

Sensitivity analysis evaluates the response of the
model to variations in inputs or parameters, identify-
ing influential factors. Advanced methods, such as
variance-based sensitivity analysis, are commonly em-
ployed to determine sensitivity. Uncertainty, stemming
from input reliability, parameter variability, or structural
uncertainties, necessitates quantitative analysis to gauge
model prediction reliability. Techniques like Monte
Carlo simulation, Bayesian inference, stochastic pro-
gramming, robust optimization, and the Patient Rule
Induction Method (PRIM), have been used to reflect
complex system dynamics in uncertain transition sce-
narios and provide insights into model robustness[8][3].
Some notable computational SD modeling frameworks
have incorporated such techniques to systematically and
transparently expose uncertainty. For example, in [21]
is presented the a system dynamic model of the UK en-
ergy system where a stochastic Monte Carlo approach
is used to capture parametric uncertainty and potential
pathway variations resulting from technological, eco-
nomic, and behavioural uncertainty. The SD based
tool EnROADS [22] offers an interactive exploration of
a broad solution space for a global energy transition,
where the end-user can view the varying outcomes when
adjusting inputs. The study by [23] presents a compre-
hensive multi-method approach combining System Dy-
namics and Exploratory Modeling and Analysis (EMA)
to explore and analyze uncertain dynamics and test pol-
icy robustness. The EMA workbench [24] used by the
authors offers a methodological approach to explore the
consequences of the various uncertainties for decision
making and allows a systematic exploration of a large
ensemble of scenarios.

This paper will describe a new SD simulation model
that allows to investigate what-if scenarios [25], in the
context of energy policy. We showcase the impor-
tance of the sensitivity and uncertainty analysis in a
case study for the decarbonization of the residential sec-
tor in a Swiss canton. The results therefore empha-
sise the necessity of such analysis for informing policy.
The Methodology section of the paper will first presents
the SD model which adopts concepts of bottom-up hy-
brid modeling approaches [26] as it simulates decisions
taken by representative agents, thereby allowing to eval-
uate the effect of different policies on specific popula-
tion clusters. This is followed by the presentation of the
uncertainties and the methods employed to assess them.
The Results section will focus on the outcomes of the
uncertainty analysis, and the Discussion section will fo-

cus on the potential implications for informing policy
makers.

2. Methodology

This Section is divided in two parts: in the first, the
co-adoption model of Photovoltaic (PV) and Heat Pump
(HP) is presented; in the second, the main uncertainties
related to the model are described. This is followed by
an illustration of the methodology used to address these
uncertainties and derive policy relevant considerations.

2.1. PV and HP co-adoption model

Switzerland is actively pursuing a sustainable trans-
formation in its electricity sector, aligning with the Paris
Agreement to achieve net-zero greenhouse gas emis-
sions. In order to pursue its goal for the year 2050 [27],
a fundamental role is played by the emissions reduction
in the residential sector [28]. In this context, achieving
sustainability targets hinges on embracing distributed
electricity production, particularly through PV [29], and
renewable-based heating technologies like heat pumps
for residential heating [30]. This paper introduces a
model tailored to this context, enabling the simulation
of long-term adoption for both PV and HP in residen-
tial buildings. Unlike conventional methods that focus
solely on individual technology adoption, our frame-
work considers the correlations between PV and HP
adoption. The model is developed in Vensim [31] and
exemplified with the case study of Ticino, a Canton in
southern Switzerland, but, since it relies on open data, it
can be extended to the entire country.

2.1.1. Model description
The Ticino regional model for co-adoption of PV and

HP technologies within the residential sector is con-
ceptually depicted in the Causal Loop Diagram (CLD)
shown in Figure 1. This graphical representation illus-
trates the qualitative relationships between key stocks
and drivers influencing the evolution of PV and HP
adoption. The image highlights two primary stocks of
interest: “PV Buildings” and “HP Buildings”, with the
feedback loops involved denoted as reinforcing (R) and
balancing (B).

Reinforcing loops R1 and R2 show the influence of
peer effects: if the presence of a given technology in-
creases, it enhances its social appeal, leading to fur-
ther adoption. Conversely, balancing loops B1 and B2
reflect the finite pool of buildings eligible for PV or
HP adoption, wherein increased adoption diminishes

3



Figure 1: Causal Loop Diagram representing the main variables of the SD model.

the pool of potential adopters. Loops B3 and R3 de-
lineate the impact of PV and HP adoption on grid-
related costs, influencing the economic attractiveness of
each technology. Specifically, increased HP adoption
leads to heightened grid reinforcement costs, resulting
in decreased economic utility for HP installations (B3),
while PV deployment reduces total electricity demand,
leading to higher electricity prices and increased eco-
nomic appeal for PV installations (R3).

Further reinforcing loops, R4 and R5, elucidate the
effects of HP and PV deployment on total electricity de-
mand. As more HP systems are adopted, electricity de-
mand increases, and, since it is assumed that the DSO
annual costs are fixed, this leads to a decrease in elec-
tricity prices and higher HP economic viability (R4).
Conversely, PV deployment decreases total electricity
demand, causing electricity prices to rise and amplify-
ing the attractiveness of PV installations (known as the
Death Spiral phenomenon [32] - R5). Finally, reinforc-
ing loop R6 captures the technical synergies between
PV and HP systems, considering that the installation of
one technology enhances the economic appeal of the
other. Specifically, the presence of a HP system in a
building increases the economic viability of installing a
PV system, while buildings already equipped with PV
systems find HP solutions more economically attractive
compared to traditional heating options.

2.1.2. Building archetypes definition
The model simulations start from the year 2023, us-

ing data extracted from public databases to characterize
the initial state of the residential building stock in Ti-
cino. Key datasets used include:

• Register of Buildings and Dwellings (RBD) [33]:
This repository furnishes essential information
concerning building attributes such as size, type,
construction period, and the installed heating solu-
tion.

• Electricity Production Plants [34]: This database
offers insights into the PV plants located within the
canton, encompassing details such as installation
year, location, and installed capacity.

• Suitability of Roofs for Solar Power [35]: Uti-
lized to estimate the solar photovoltaic potential
of buildings, this dataset categorizes building roofs
into sub-surfaces graded on their suitability for so-
lar energy production, denoted on a scale from 1
(lowest adequacy) to 5 (highest). The share of
roofs suitable for PV installation is determined as
the ratio of areas with adequacy scores equal to or
exceeding 3.

The categorization based on building construction pe-
riods is replaced with a classification grounded in build-
ing energy efficiency, to simplify the model and re-
duce the categories considered in buildings segmenta-
tion. Given the well-established correlation between
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building construction periods and their efficiency [36],
we considered the specific Space Heating (SH) con-
sumption data from [37], and computed total annual SH
demand for the residential sector. Then, we computed
the share that from each construction period (nine con-
struction periods reported in the RBD) belongs to each
energy performance category (five energy performance
categories assumed). After that the specific SH con-
sumption is computed and serves as a model input. The
resulting SH annual specific consumption is reported in
Table A.5. To sum up, based on the information from
the three databases mentioned above, buildings are seg-
mented based on the following characteristics:

• Building properties: comprehending details such
as size (A: < 150 m2; B: 150-300 m2, C: < 300 m2),
type (Single-Family House [SFH], Dual-Family
House [DFH], Multi-Family House [MFH]), and
energy efficiency levels (ranging from Very Low
to Very High).

• Building location: buildings are categorized based
on their district of residence, including Vallemag-
gia, Mendrisio, Bellinzona, Leventina, Blenio,
Lugano, Riviera, and Locarno. The considered dis-
tricts differ not only for the building archetypes
proportions, but also for climate conditions, that
are considered in the computation of the annual
heating demand per building.

• PV presence: buildings are divided according to
the presence or absence of PV.

• Heating Solution (HS): further subdivision is per-
formed based on 15 potential heating solutions for
SH and Domestic Hot Water (DHW), as delineated
in Table 2.

This segmentation (shown in Table 1 and 2) results in
a total of 360 distinct combinations of building physi-
cal attributes (size, type, performance, and district), re-
ferred to as building “archetypes”. When considering
the additional combinations arising from heating solu-
tions and PV presence, the total possible building seg-
ments amount to 10’800. This framework provides the
possibility to explore possible future developments of
the residential sector in terms of both aggregate out-
comes and more specific results per building typology.

2.1.3. Main equations
The PV installations within the residential sector is

influenced by a multitude of factors, extending beyond

purely techno-economic considerations. In our pro-
posed model, as depicted in Figure 1, three key deter-
minants are employed to calculate the perceived utility
associated with PV installation:

λPV
t,i = β0,i + β1 · Ecot,i + β2 · PHS i + β3 · Vali (1)

Here, t denotes the time step at which the perceived
utility is evaluated, and i represents the single build-
ing archetype. The β coefficients represent the weights
assigned to each determinant influencing the perceived
utility, which are determined through calibration using
historical data. The significance of the determinants is
outlined as follows:

• Eco - Economic Utility: this is the Net Present
Value (NPV) computed for the possibility of in-
stalling PV. The computation is stratified by build-
ing type, size, performance, and the installed heat-
ing solution. It considers also all the incentives in
force.

• PHS - Primary House Share: Ticino is one of
the Swiss cantons with the highest share of sec-
ondary houses; the share is computed based on
[38] for each District. The high PV installation
costs and the policy framework in Ticino favoring
self-consumption, decrease the probability of in-
stalling a PV in secondary houses.

• Val - House Value: This factor reflects the likeli-
hood of PV installation based on the premise that if
the investment cost of PV installation constitutes a
significant portion of the house value, the decision
to install PV becomes less probable. This com-
putation is differentiated by building performance
category, and the coefficients utilized as input, are
derived from correlations between house age and
its value in the Swiss residential property model
price index [39].

The perceived PV utility λPV
t,i is used to compute the

probability of PV adoption ρPV
t,i according to a Binary

Logit Model [40]:

ρPV
t,i = νt

1

1 + e−λ
PV
t,i

(2)

Where νt is the share of people considering PV instal-
lation, which varies between 0 to 1 and evolves driven
by PV peer effect υPV

t , computed as the share of build-
ings with a PV already installed:

νt = νt−1 + υ
PV
t · ϕ · (1 − νt) − δ · νt (3)
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Size [m2] Type PV Presence Performance District

≤ 150 (A) Single Family House PV yes Very Low Vallemaggia
150-300 (B) Dual Family House PV no Low Mendrisio
> 300 (C) Multi Family House Moderate Bellinzona

High Leventina
Very High Blenio

Lugano
Riviera
Locarno

Table 1: Categories that define the single building archetype

Name Explanation Name Explanation

1 - Oil Boiler SH & DHW 9 - Heat Pump SH & DHW

2 - Gas Boiler SH & DHW 10 - Oil & HP Oil: 75%(SH & DHW)
HP: 25%(SH & DHW)

3 - Wood Boiler SH & DHW 11 - Gas & HP Gas: 75%(SH & DHW)
HP: 25%(SH & DHW)

4 - EH SH & DHW 12 - HP & ST HP: SH
ST: DHW

5 - Oil & EH Oil: SH 13 - Oil & ST Oil: SH
EH: DHW ST: DHW

6 - Gas & EH Gas: SH 14 - Gas & ST Gas: SH
EH: DHW ST: DHW

7 - Wood & EH Wood: SH 15 - Pellet & ST Pellet: SH
EH: DHW ST: DHW

8 - Pellet SH & DHW

Table 2: Considered heating solutions; each solution is a combination
of one or more heating technologies. It is also indicated the utilization
of the considered technology. For example the solution “Oil & ST”
has oil boiler for space heating (SH) and solar thermal collectors for
domestic hot water (DHW)

υPV
t =

BPV
t

Bt
(4)

In this way, the buildings installing PV IPV
t,i is com-

puted considering the share of suitable roofs ϵi and the
buildings that have already installed it BPV

t,i :

IPV
t,i = (Bt,i · ϵi − BPV

t,i ) · ρPV
t,i (5)

Also in the case of heating solutions, several factors
affect the decision. Being this decision between several
possible heating solutions (see Table 2), a Multinomial
Logit (MNL) model [41] is used to examine the like-
lihood of opting for a specific heating solution from a
choice set comprising more than two alternatives. For a
given building archetype i, where the choice is between
j possible solutions, the perceived utility at each time t
is given by:

λHS
t,i, j = γ0,i+γ1 ·Ecot,i, j+γ2 ·Vali+γ3 ·υ

HS
t, j +γ4 ·G j (6)

Where the Eco variable represents the NPV associ-
ated to the j heating solution; the Val is assumed to af-
fect the solutions going from 8 to 15 in Table 2, which
are the renewable based solutions and are characterized
by a higher investment cost. Moreover, for the per-
ceived utility computation, two more factors are con-
sidered compared to the PV case. The first is peer effect
υHS

j , computed as the share of buildings with the heating
solution j already installed; it is found that adding it to
the perceived utility calculation, improves the model ca-
pability to replicate historical trends in the calibration.
The second one is the G (Green utility), which is simply
computed as the overall GHG emissions associated to
the j HS considered. So, the probability of adopting a
HS j is computed according to the MNL framework:

ρHS
t,i, j =

eλ
HS
t,i, j∑

j eλ
HS
t,i, j

(7)

It is also assumed that buildings substitute their heat-
ing solution j when its lifetime L j comes to end. So, at
each time step t, the total new adoptions Tt,i for build-
ing archetype i and the new adoptions τt,i, j per heating
solution j are computed as:

Tt,i =
∑

j

Bt,i, j

L j
(8)

τt,i, j = Tt,i · ρ
HS
t,i, j (9)

The data on technology used in the model, compre-
hending both phisycal properties and costs are reported
in Appendix A.

2.1.4. Calibration
Model calibration is fundamental to assure that its

behavior is consistent with the phenomenon it is rep-
resenting. In this context, the focus lies on analyzing
the prospective deployment of HP and PV within the
cantonal residential sector. The calibration process en-
tails adjusting the probabilities of PV and HP adoption
across various building categories to match historical
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Parameter Range Explanation

Renovation Rate 0.2% - 5% Expressed as a share of total buildings.

Construction Rate 0.8% - 1.2% Expressed as a share of total buildings.

Demolition Rate 0.4% - 0.6% Expressed as a share of total buildings.

Population 0% - 10% Share of population decrease in 2050. It affects the share of primary houses.

Compensation price PV 0.04 - 0.23 CHF/kWh Compensation for the electricity injected in the grid.

PV Grant 50% - 150% Parameter multiplied by the actual PV grant, expressing uncertainty on possible future changes
in this parameter.

HP Grant 50% - 150% Parameter multiplied by the actual HP grant.

ST Grant 50% - 150% Parameter multiplied by actual grant for Solar Thermal collectors.

Pellet Grant 50% - 150% Parameter multiplied by the actual Pellet grant.

Year stop PV incentives 2030 - 2050 Year in which the incentives for PV will stop.

Year stop HS incentives 2030 - 2050 Year in which the incentives for the heating solutions will stop.

DH uncertainty 0.065 - 0.468 Input parameter in the model proportional to the District Heating (DH) diffusion. 0.065 corresponds
to a share of buildings connected to DH in 2050 of 5%, 0.468 corresponds to a share of 25%.

New buildings PV
obligation 0.8 - 1.2

A law in the canton states that all new buildings have to produce electricity (installing a PV)
“unless economically unfeasible”. This uncertainty in considered in the model assuming
that for each archetype the share of buildings forced to install a PV is equal to the share of
buildings with at least moderate potential according to [42]. This value is then multiplied for
each archetype by this parameter ranging from 0.8 to 1.2.

PV cost reduction 21% - 64% PV capital cost reduction by 2050.

HP cost reduction 11% - 34% HP capital cost reduction by 2050.

ST cost reduction 26% - 79% ST capital cost reduction by 2050.

Oil cost increase 0 - 0.12 CHF/kWh Oil cost increase by 2050.

Gas cost increase 0 - 0.31 CHF/kWh Gas cost increase by 2050.

Pellet cost increase 0 - 0.21 CHF/kWh Pellet cost increase by 2050.

Table 3: Deep uncertainties considered in the exploratory analysis.

adoption patterns spanning from 2011 to 2023. Dur-
ing calibration, the following parameters are adjusted to
align the model output to observed historical data:

• β coefficients used to compute the perceived utility
of PV installation (see Eq. 1). The β coefficients
calibrated are 23 (see Table B.8a).

• γ coefficients used to compute the perceived utility
of HP installation (see Eq. 6). The γ coefficients
calibrated are 23 (see Table B.8b).

• Coefficient ϕ and δ in Equation 4. Also a coeffi-
cient called ω, which represents the initial share of
people considering PV (in 2011) is calibrated (see
Table B.8c)

Thus, the calibration seeks to optimize the normal log
likelihood:

max
{
− ln

1

σ
√

2π
e−
(

y−ŷ
σ

)2}
(10)

Where, y represents the adoption probabilities com-
puted by the model, while ŷ are the adoption probabil-
ities derived from historical data. Calibration is con-
ducted for the mean adoption probabilities of PV and
HP across different building categories (including size,
type, performance, and district) from 2011 to 2023,
leading to 480 observations and involving 49 calibrated
parameters. The resulting parameters, along with their
99% confidence intervals, are detailed in Table B.8a, Ta-
ble B.8b and Table B.8c; additionally, Table B.8d dis-
plays the resulting r2 for the respective variables of in-
terest, indicating a satisfactory model fit overall.

2.2. Model uncertainties

Exploring the future trajectories of the Ticino res-
idential sector entails dealing with various forms of
uncertainty. Within the literature, diverse typologies
of uncertainties have been delineated. For instance,
[43] distinguishes between stochastic and real uncer-
tainty, where the former encompasses subjective and
frequency-based probabilities, while the latter pertains
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Figure 2: Description of the step-by-step methodology to address model uncertainties.

to the future states of the considered phenomena re-
sulting from the behavior of other actors. A study by
[44] further refines this classification, distinguishing be-
tween uncertainties that can be treated with probabili-
ties and those that cannot. Uncertainties falling into the
latter category are commonly referred to as deep uncer-
tainty [45]. Here, deep uncertainty denotes a scenario
wherein multiple possibilities exist without clear rank-
ing in terms of plausibility.

In the presented model, we categorize uncertain
input parameters into two primary groups. The
first group encompasses uncertainties associated with
model-calibrated parameters, classified as “shallow un-
certainties” according to [45]. These uncertainties allow
the use of distribution probabilities to describe the plau-
sibility of uncertain events. The second group, outlined
in Table 3, comprehends deep uncertainties.

To address these uncertainties in the proposed model,
we followed the framework reported in Figure 2. Since
our objective is to conduct an analysis that explores
a spectrum of potential trajectories for the future evo-
lution of the Ticino residential sector and, given the
multitude of uncertain parameters inherent in a hybrid
model involving 10’800 building segments, as presented
here, we opt to reduce the computational burden and
complexity during exploratory analysis by reducing the
number of calibrated parameters part of the analysis. To
achieve this, we employ the Morris Global Sensitivity
Analysis (GSA) screening method, which offers an effi-
cient means of identifying influential factors and priori-
tizing them for further analysis. Specifically, the Morris
method [46] assesses the importance of calibrated pa-
rameters on model outputs, allowing us to highlight a
selected group of parameters that show the most sig-
nificant impact on model outcomes. It is demonstrated
that the method is effective in identifying the few impor-
tant factors in a model that contains many factors [47];

at the same time, compared to other more sophisticated
techniques for GSA to rank or screen input parameters,
such as the Sobol method [48], it allows to perform the
analysis with a lower number of total evaluations, which
results in a lower computational cost.

One of the parameters computed following the Mor-
ris GSA method is the elementary effect EE, which rep-
resents the change in model output resulting from per-
turbing a single input parameter while keeping all other
parameters fixed. This value is used to compute the two
outcomes of interest: µ∗ and σ (see the Appendix C for
the detailed explanation of how this outcomes are com-
puted). The first represents the average absolute value
of the elementary effects calculated for a specific input
parameter. It provides a measure of the overall sensitiv-
ity of the model output to variations in that parameter;
while the second represents the standard deviation of the
elementary effects calculated for the same input param-
eter. It quantifies the variability or dispersion of the el-
ementary effects around their mean value. Together, µ∗

and σ help characterize the sensitivity of the model to
different input parameters, with µ∗ indicating the aver-
age impact and σ providing information about the vari-
ability of that impact. In our analysis, we screened the
calibrated 49 parameters based on their effect on PV and
HP probabilities of adoption. The Morris method is a
semi-quantitative approach for factor screening; for this
reason, there is no definitive boundary separating the
important and irrelevant input parameters [47]. More-
over, in most of the models with a large number of pa-
rameters, such as the one here considered, it turns out
that only few inputs are really influential on the out-
put, while many are irrelevant and some are in between
[47]. For this reason, in practice, a demarcation line
separating influential and irrelevant parameters can of-
ten be drawn qualitatively. In this study, only the inputs
with at least one between µ∗ and σ higher then 10% are
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considered influential and thus varied in the exploratory
analysis; this threshold was already employed in previ-
ous screening analysis using the Morris method on SD
models [49]. The inputs with both µ∗ and σ lower than
10% are kept constant to their optimal value during the
exploratory analysis.

Following the identification of the most influential
calibrated parameters, an exploratory analysis is con-
ducted using the Exploratory Modeling Workbench
[24]. This analysis proceeds through the following
steps:

• 2’000 scenarios are simulated by varying the se-
lected uncertain parameters using the EMA work-
bench, sampling over both the calibrated param-
eters post-Morris screening and the parameters
within the deep uncertainty group. The calibrated
parameters post-Morris screening are sampled in
the input space resulting from the 99% confidence
intervals reported in Table B.8; the parameters
within the deep uncertainty group are sampled in
the range indicated in Table 3. The outcomes are
recorded in terms of the final (year 2050) propor-
tion of buildings with HP installations and total PV
production.

• Clusters of results exhibiting similar outcomes
are delineated using a Gaussian Mixture Model
(GMM), a probabilistic model leveraging a mix-
ture of Gaussian distributions [50]. The number of
clusters is determined based on Bayesian Informa-
tion Criterion (BIC) and Akaike Information Cri-
terion (AIC) considerations, resulting in three dis-
tinct clusters.

• A detailed examination of these clusters is un-
dertaken using the Patient Rule Induction Method
(PRIM) [51], facilitating the identification of un-
certainty ranges in input parameters that lead to
specific outcomes.

• The findings of the PRIM analysis are subjected
to analytical scrutiny, yielding insights with policy
implications.

3. Results

The outcomes of the Morris screening method are
summarized in Table 4, which shows the µ∗ and σ com-
puted with respect to the probabilities of PV and HP
adoptions. Following the screening process, we decided
to include in our exploratory analysis input parameters
exhibiting a µ∗ or σ of at least 10%. This refinement led

Parameter µ∗ - PV σ - PV µ∗ - HP σ - HP

δ (*) 10.5 0.6 0.05 0.01
ϕ 7.9 1.2 0.04 0.01
ω 5.0 0.7 0.06 0.01
β1 (*) 13.1 2.5 0.05 0.01
β2 (*) 10.6 1.7 0.04 0.01
β3 7.9 1.6 0.04 0.01
β0 (*) 10.2 1.8 0.04 0.01

β0,Vallmaggia 0.9 0.2 0.01 0.00
β0,Mendrisio 5.3 0.7 0.02 0.01
β0,Bellinzona 7.3 1.6 0.03 0.01
β0,Leventina 1.5 0.5 0.01 0.00
β0,Blenio 1.8 0.5 0.01 0.00
β0,Lugano (*) 11.0 1.6 0.05 0.02
β0,Riviera 2.3 0.6 0.01 0.01
β0,Locarno 7.8 1.8 0.04 0.01
β0,VeryLow 5.9 0.8 0.02 0.01
β0,Low 7.3 1.9 0.03 0.01
β0,Moderate 9.3 1.6 0.05 0.01
β0,High 7.3 0.9 0.04 0.01
β0,VeryHigh 0.5 0.1 0.01 0.00
β0,A 6.5 1.5 0.02 0.01
β0,B (*) 10.3 1.9 0.04 0.02
β0,C 5.9 0.9 0.03 0.01

β0,S FH (*) 11.0 1.6 0.05 0.02
β0,DFH 5.8 1.5 0.02 0.01
β0,MFH 3.6 0.6 0.02 0.01
γ1 (*) 0.08 0.03 11.35 2.32
γ2 0.10 0.03 6.75 2.79
γ3 (*) 0.09 0.05 12.28 4.06
γ4 (*) 0.13 0.05 11.62 3.62

γ0,Vallmaggia 0.01 0.01 2.08 0.69
γ0,Mendrisio 0.06 0.02 5.74 1.54
γ0,Bellinzona 0.08 0.03 5.31 1.46
γ0,Leventina 0.03 0.02 3.29 1.75
γ0,Blenio 0.03 0.01 2.35 0.87
γ0,Lugano 0.11 0.03 9.70 3.22
γ0,Riviera 0.06 0.02 2.42 0.81
γ0,Locarno 0.08 0.03 8.94 2.32
γ0,VeryLow (*) 0.07 0.03 10.28 4.35
γ0,Low 0.12 0.06 8.17 1.94
γ0,Moderate 0.04 0.02 3.30 0.56
γ0,High 0.18 0.06 7.53 1.29
γ0,VeryHigh 0.01 0.01 0.37 0.02
γ0,A (*) 0.06 0.02 10.07 4.99
γ0,B 0.13 0.04 9.48 2.57
γ0,C 0.10 0.03 8.26 1.61

γ0,S FH (*) 0.13 0.04 10.91 3.20
γ0,DFH 0.04 0.01 6.92 1.51
γ0,MFH 0.05 0.02 6.10 1.12

Table 4: µ∗ and σ (in [%]) computed with the Morris method for the
49 calibrated parameters with respect to the probabilities of adopting
PV and HP. Parameters followed by the (*) are the ones selected after
the screening.

to a reduction in the number of parameters considered
for exploration from 49 to 13 (parameters with the (*)
after the name in Table 4).

Subsequently, the exploratory analysis was con-
ducted utilizing the EMA workbench, with input pa-
rameters varied within the ranges specified in Table 3
and the selected calibrated parameters after the screen-
ing with their confidence bounds (see Table B.8a, Table
B.8b and Table B.8c). Figures 3 and 4 depict the out-
puts obtained from 2’000 simulation runs for the two
key variables under scrutiny: the proportion of residen-
tial buildings equipped with HPs and the aggregate elec-
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tricity production from PV installations. These images
prove the significant impact of input parameter uncer-
tainty, as evidenced by the considerable variation in out-
comes. Specifically, projections for the share of HP-
installed buildings in 2050 ranges from 46% to over
70%, while expected annual PV production spans from
500 GWh to over 900 GWh.

Figure 3: Results of the 2’000 runs for the share of buildings with a
HP installed.

Figure 4: Results of the 2’000 runs for the total annual PV production.

Given the diverse array of outcomes for these vari-
ables of interest, a clustering approach using the GMM
method facilitates further detailed analysis (see Ap-
pendix D). The number of clusters was selected to min-
imize both the BIC and AIC varying the number of com-
ponents, resulting in the identification of three distinct
clusters. The outcomes of this clustering process are
illustrated in Figure 5, wherein Cluster 1 encompasses

Figure 5: Resulting clusters using the GMM.

results indicative of medium to high levels of both HP
adoption and PV electricity production, while Clusters
0 and 2 showcase contrasting scenarios. Specifically,
Cluster 0 comprises instances where HP adoption is low
but PV production varies widely, whereas Cluster 2 en-
compasses cases where PV production is low while HP
adoption exhibits substantial variability.

Figures 6a, 6b and 6c provide insights into the results
of the PRIM analysis conducted for Clusters 0, 1, and
2, respectively (see Appendix E for a more detailed ex-
planation of the PRIM methodology). Notably, the “DH
Adoption” parameter emerges as a pivotal factor signif-
icantly influencing future HP penetration rates. As de-
lineated in Table 3, this parameter represents the consid-
erable uncertainty surrounding the future development
of District Heating (DH) networks. This factor has re-
cently gained importance as, under the new cantonal
law [42], Municipalities are granted authority to man-
date building that meet certain criteria to connect to a
DH network, a decision influenced by numerous uncer-
tain variables. Consequently, DH adoption is modeled
as an exogenous input parameter due to its complex and
uncertain nature. Moreover, in the cantonal energy plan,
it is mentioned that DH will serve approximately 25%
of the heating demand, while in 2023 the share of build-
ings served by DH was less then 2%. The uncertainty
related to this parameter deeply affects the expected HP
penetration: for example, from the results for cluster 0
emerges that a low HP deployment will be present if the
DH Adoption parameter is between 0.33 and 0.47 (cor-
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(a) Results Cluster 0 (b) Results Cluster 1

(c) Results Cluster 2

Figure 6: Representation of the PRIM analysis results for one of the points found for each the three clusters in the trade-off shown and explained in
Figure E.9. On the upper right corner of each image it is indicated the coverage and density of the box here considered, but, as shown in Figure E.9,
many boxes result from the analysis. Here boxes that result in a coverage higher than 0.6 and at least four input parameters found to be restricted in
the analysis are considered. However, for a more comprehensive understanding of policy implications, it is recommended to conduct further PRIM
analyses on multiple boxes.

responding to a share of buildings connected to DH in
2050 of 18% and 25%, respectively).

Moreover, uncertainties pertaining to future policy
evolution show a significant influence, particularly on
PV deployment. For instance, to align with Cluster 1
outcomes, incentives for PV installations must remain
in effect until at least 2034, with remuneration for the
electricity injected in the grid set at a minimum of 9
ct./kWh. Additionally, incentives for heating solutions
also impact HP deployment, as evidenced by Cluster
0 results, where termination of heating solution incen-
tives before 2048 results in diminished HP deployment.
Noteworthy is the role played by uncertainties related
to parameters such as Construction Rate and Renova-
tion Rate, as observed in Cluster 0 outcomes. Scenar-
ios characterized by renovation rates exceeding 1.6%
and construction rates exceeding 0.82% tend to exhibit
lower HP penetration. This is due to the cantonal regula-
tory framework that, in case of HS substitution, imposes
to install a HS at least partially relying on renewable en-
ergy (solutions 8 to 15 in Table 2), for buildings with a

low energy efficiency (Moderate to Very Low categories
in Table 1); so, even though the choice for HS based on
fossil fuels is low for buildings with high thermal effi-
ciencies, it is allowed, and, in case of higher renovation
rates, this could result in a slightly lower share of build-
ings heated by HP.

4. Conclusions

The presented study employs a comprehensive
methodology to model the co-adoption dynamics of PV
and HP technologies within the residential sector of the
Ticino canton. By integrating a System Dynamics ap-
proach, detailed empirical data, and scenario analysis,
we have shown key insights into the factors shaping the
future evolution of renewable energy adoption in the re-
gion.

The regional co-adoption model developed in this
study was presented with a CLD to illustrate the various
factors influencing PV and HP adoption. By incorporat-
ing feedback loops, such as reinforcing effects of peer
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influence and balancing effects of finite building stocks,
the model captures the dynamic interplay between tech-
nological adoption, economic incentives, and regulatory
policies. Additionally, the model accounts for technical
synergies between PV and HP systems, highlighting the
potential for mutually reinforcing adoption pathways.
Moreover, through calibration, we have ensured that the
model accurately replicates historical adoption trends,
thus enhancing confidence in its predictive capabilities.

Uncertainty analysis reveals the inherent complexity
of forecasting future adoption patterns, particularly in
the context of evolving policy landscapes and techno-
logical advancements. By employing sensitivity anal-
ysis techniques, we have identified influential factors
driving variations in model outcomes. Our exploration
of uncertainty ranges through scenario analysis sheds
light on the range of potential outcomes and the factors
driving divergence among scenarios. Notably, uncer-
tainties surrounding policy incentives for both PV and
HP installations emerge as key determinants shaping fu-
ture adoption trajectories, highlight once again the fun-
damental role that policymakers have in shaping the en-
ergy transition.

The scenario analysis conducted in this study pro-
vides policymakers with valuable insights into the po-
tential impacts of different policy interventions on re-
newable energy adoption. By delineating distinct clus-
ters of future trajectories based on HP adoption and PV
production, we identify critical policy levers that can
steer the residential sector towards sustainable energy
transitions. For instance, the findings underscore the
importance of maintaining incentives for both PV and
HP installations to achieve ambitious renewable energy
targets. Furthermore, the role of district heating poli-
cies emerges as a pivotal factor influencing HP penetra-
tion rates, highlighting the need for coordinated efforts
to promote renewable heating solutions.

In conclusion, the integrated modeling framework
presented in this study offers a powerful tool for pol-
icymakers and stakeholders to navigate the complexi-
ties of renewable energy adoption in the Ticino canton.
However, it is imperative to acknowledge the evolving
nature of technological innovation, regulatory frame-
works, and societal preferences, necessitating continu-
ous monitoring and adaptation of policies to align with
changing dynamics.
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Appendix A. Model input data

Type Performance Vallemaggia Mendrisio Bellinzona Leventina Blenio Lugano Riviera Locarno

SFH/DFH Very Low 144 99 162 187 190 105 190 102
SFH/DFH Low 119 82 134 154 157 86 152 83
SFH/DFH Moderate 72 50 82 94 96 53 94 51
SFH/DFH High 49 34 55 63 64 36 64 34
SFH/DFH Very High 20 14 22 25 26 14 25 14

MFH Very Low 115 69 113 148 151 74 136 74
MFH Low 84 55 90 109 111 59 108 58
MFH Moderate 57 39 64 73 75 41 75 40
MFH High 36 25 41 47 48 26 48 26
MFH Very High 20 13 22 25 26 14 26 14

Table A.5: Specific SH consumption [kWh/(m2 year)] used as input in the model.

Variable Unit Use Oil Boiler Gas Boiler Wood Boiler Pellet Boiler ST HP EH PV

Capital CHF/kW SFH/DFH 1587 1460 2044 2363 8110 2847 730 f(kW) [52]
cost [53] MFH 821 756 1764 1764 5661 2180 378

Fixed CHF/kW/y SFH/DFH 10.22 10.22 21.27 42.54 405.51 8.54 10.22 28.8
costs [53] MFH 41.09 37.8 88.2 88.2 283.07 109 18.9 28.8

Lifetime years SFH/DFH 15 15 15 15 15 15 15 30
[53] MFH 20 20 25 25 15 20 15 30

Efficiency - SFH/DFH 0.86 0.95 0.56 0.9 0.75 2.6 0.95 -
[53] MFH 0.78 0.87 0.87 0.87 0.75 3.51 0.95 -

Equivalent h/y SFH/DFH 2200 2200 2200 2200 2200 2600 2200 -
Hours [54] MFH 1900 1900 1900 1900 1900 2200 1900 -

Carrier cost rp/kWhth 14.4 [55] 16.2 [56] 4.8 [57] 13.8 [55] - Table Table -

GWP Cap kgCO2eq/kW 21.1 21.1 21.1 21.1 221.2 164.9 1.47 -

GWP Var kgCO2eq/MWh 331.5 267 11.8 11.8 - 117 [58] 117 [58] -

Table A.6: Input data technologies

Variable Unit Pellet Boiler ST HP PV

Inv Grant CHF 5000 [59] 2500 [59] 7000 [59] There are two contributions:
Subsidy Cap CHF/kW 100 [59] 500 [59] 180 [59] - the federal one (”Remunerazione Unica” [60], 385 CHF + 420 CHF/kW)

- the Cantonal one (”Contributo Unico” [61], 50 % of the ”Remunerazione Unica”)

Table A.7: Incentives actually in force in Ticino.
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Appendix B. Calibration results

Parameter Optimal Value Lower bound Upper bound

β1 0.0303 0.025 0.031
β2 -2.118 -2.411 -2.040
β3 16.287 15.740 16.425
β0 -5.831 -5.920 -5.808

βVallemaggia -0.589 -1.125 -0.143
βMendrisio 0.0035 -0.320 0.117
βBellinzona -0.274 -0.921 -0.129
βLeventina -0.584 -1.198 -0.144
βBlenio -0.267 -0.863 0.207
βLugano -0.052 -0.312 0.009
βRiviera -0.415 -0.948 -0.137
βLocarno 0.601 0.220 0.696
βVeryLow -0.052 -0.266 0.026
βLow 0.108 -0.206 0.189
βModerate -0.214 -0.664 -0.131
βHigh 0.071 -0.207 0.177
βVeryHigh -0.297 -0.622 -0.056
βA -0.218 -0.694 -0.095
βB 0.340 0.124 0.383
βC -0.275 -0.444 -0.211
βS FH -0.054 -0.201 -0.024
βDFH 0.339 -0.051 0.481
βMFH -0.039 -0.253 0.0971

(a) Calibrated parameters to compute Probability of Adoption PV and their
99% confidence interval bounds.

Parameter Optimal Value Lower bound Upper bound

γ1 -6.541 -5.850 -6.773
γ2 45.258 49.520 39.282
γ3 9.413 9.907 9.118
γ4 -3.633 -3.251 -3.758

γVallemaggia -0.291 0.021 -0.699
γMendrisio -0.576 -0.232 -1.312
γBellinzona 0.113 0.350 -0.314
γLeventina -0.959 -0.336 -1.895
γBlenio -0.759 -0.189 -1.474
γLugano 0.054 0.177 -0.366
γRiviera 0.301 0.797 -0.354
γLocarno 0.391 0.591 0.007
γVeryLow 0.793 0.937 0.605
γLow -0.882 -0.644 -1.433
γModerate -1.942 -1.817 -2.261
γHigh 1.076 1.302 0.306
γVeryHigh -0.167 0.153 -0.476
γA -0.742 -0.561 -1.271
γB 0.155 0.255 -0.127
γC 0.322 0.459 0.008
γS FH 0.231 0.300 0.035
γDFH -0.045 0.217 -0.452
γMFH -0.750 -0.553 -1.290

(b) Calibrated parameters to compute Probability of Adoption HP and their
99% confidence interval bounds.

Parameter Optimal Value Lower bound Upper bound

ϕ 32.688 28.539 33.924
δ 0.564 0.540 0.708
ω 0.0268 0.540 0.070

(c) Calibrated parameters to compute the share of people considering PV
and their 99% confidence interval bounds.

Category PV r2 HP r2

SFH 0.94 0.36
DFH 0.86 0.42
MFH 0.91 0.53

A: < 150 m2 0.89 0.31
B: 150-300 m2 0.86 0.43
C: > 300 m2 0.89 0.43

Vallemaggia 0.71 0.63
Mendrisio 0.80 0.39
Leventina 0.81 0.71
Bellinzona 0.90 0.38

Blenio 0.67 0.52
Lugano 0.91 0.31
Riviera 0.79 0.44
Locarno 0.87 0.47

Very Low 0.91 0.44
Low 0.87 0.47

Moderate 0.88 0.72
High 0.80 0.97

Very High 0.88 0.91

(d) Results of the calibration for each of the categories considered in terms
of r2 for both PV and HP

Table B.8: The for tables show the results of the calibration process explained in Section 2.1.4. In Tables (a), (b) and (c) are reported the optimal
calibrated parameters and their confidence intervals; in Table (d) are shown the resulting r2.

Appendix C. Morris GSA

In the application of the Morris screening method, considering a set of k = 49 input factors in the Global Sensitivity
Analysis θ = {θ1, θ2, ..., θ49}, let θmin

i and θmax
i denote the minimum and maximum possible values for parameter

θi, respectively. θi is then defined as θi = θmin
i + li(θmax

i − θmin
i ), and li is taken with equal probability from the

set
{
0, 1

h−1 ,
2

h−1 , ..., 1
}

[46]. Where h is the number of levels; this is assumed to be equal to 4, which is the default
value assumed in the python SALib package [62], the one used to perform this analysis. Let y(θ) denote the model
deterministic output y for a given set of θ values. In this way the elementary effect (EEi) of θi on y is computed as:
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EEi(θ) =
y(θ1, ..., θi + ∆, ..., θ49) − y(θ1, ..., θ49)

∆
(C.1)

where ∆ is defined as a multiple of 1
h−1 . Starting from an initial base value for each θi selected at random from the

uniform distribution between θmin
i and θmax

i , one random parameter θi is incremented or decremented and its elementary
effect is calculated. From this next value, another random parameter θk is again incremented, and its elementary effect
calculated and so on until we have calculated one elementary effect for each factor. This process is repeated r times,
with the parameter r called replication of trajectories, which is assumed to be equal to 10 in this analysis. Following
this procedure, a total of r(k+1) = 500 samples are generated and r elementary effects per input are computed, making
it possible to find their average absolute value and standard deviation according to:

µ∗i =
1
r

r∑
j=1

∣∣∣∣EE j
i

∣∣∣∣ (C.2)

σi =

√√√
1
r

r∑
i

EE j
i −

1
r

r∑
i

EE j
i

2 (C.3)

Appendix D. Gaussian Mixture Model

The Gaussian Mixture Model (GMM) is a probabilistic model commonly used for clustering data. It assumes that
the data points are generated from a mixture of several Gaussian distributions. Each Gaussian distribution represents
a cluster in the data, and the model aims to identify these clusters by estimating the parameters of the Gaussians,
including their means and covariances. It is advantageous because it is capable of identifying clusters with non-
spherical shapes and can accommodate clusters of varying sizes and densities. Additionally, it provides probabilistic
cluster assignments, allowing for uncertainty estimation in cluster assignments. However, it is important to note that
the performance of the GMM can be sensitive to the initializations of number of clusters to be identified. Therefore,
the Bayesian Information Criterion (BIC) and Akaike Information Criterion (AIC) are used as a criterion to identify
the optimal number of clusters. These parameters, as shown in Figure D.7 are computed varying the number of
clusters to be identifies: the optimal number of clusters is the one that minimizes the BIC and AIC, so in our case it is
three.

Figure D.7: Resulting BIC and AIC varying the number of clusters considered.
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Appendix E. PRIM scenario discovery

Scenario discovery, increasingly employed to deal with uncertainties driving outcomes within extensive scenario
ensembles, can make use of different data mining algorithms; one of the most used is the patient rule induction method
(PRIM). PRIM seeks to identify sub-spaces within the uncertainty realm, representing combinations of uncertain
input values leading to predefined regions in the outcome space. These outcome-driven sub-spaces, along with the
associated uncertainty sub-spaces, distinguish themselves from others. An example is show in Figure E.8, where the
PRIM analysis is applied to find the uncertain input ranges that lead to the outcomes in Cluster 1.

Figure E.8: Example of how PRIM works in order to find the range of input parameters that allow to result in the output of interest.

As indicated in Figure 6 each box exhibits two pivotal attributes: “density”, denoting the ratio of cases of interest
within a box to the total cases, and “coverage”, representing the ratio of cases of interest in a box to the total cases
of interest across the scenario space. While a high-density, high-coverage box is ideal, there often exists a trade-off
between the precision conferred by density and the inclusiveness facilitated by coverage.

In our investigation, we utilized the PRIM implementation within the Python library Exploratory Modelling and
Analysis (EMA) Workbench. This implementation not only provides coverage and density metrics for each box
but also reports quasi P values indicating the likelihood of a parameter being constrained by chance. These P values,
derived from a quasi P-test by Bryant and Lempert [51], evaluate the null hypothesis that the contribution of a restricted
parameter to the box is negligible compared to that of all other restricted parameters within the box. Hence, small
P values reject the null hypothesis, suggesting that a parameter is identified with a degree of confidence, not by
coincidence.
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We applied the PRIM algorithm to each of the three clusters identified through Gaussian Mixture Modeling (GMM).
The resulting boxes in each PRIM execution demonstrate a near-linear trade-off between coverage and density for
Clusters 1 and 2 (refer to Figures E.9b and E.9c), indicating that optimizing one metric may necessitate sacrificing
the other, and a non linear trade-off for Cluster 0 (Figure E.9a). For simplicity, our analysis focused on one box per
identified cluster. However, for a more comprehensive understanding of policy implications, it is recommended to
conduct further PRIM analyses on multiple boxes.

(a) Results for Cluster 0. (b) Results for Cluster 1.

(c) Results for Cluster 2.

Figure E.9: Representation of the trade-offs associated with each cluster considered. Each point represents a possible box. If the restricted
dimentions (i.e. the input ranges restricted) is null, the coverage is one, but the density is low: this means that the considered box comprehends all
the outputs of interest, but that a high share of the scenarios in the box are not in the output of interest. If the restricted dimentions increase, the
coverage decrease, but its density increases.
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