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Abstract
In this work we document FRIDA v1.0 a simple, box-model-type joint climate - IAM (Integrated Assessment
Model) or world-Earth model. With this model we have demonstrated the importance of having a dynamically
complex feedback-rich model which interconnects the climate and the human system. Representing the breadth
of connections between the sectors of world-Earth system has allowed us to capture the unintuitive outcomes
which arise from a more fully connected World Earth system, specifically that including climate damage in our
model, reduces projections of warming. We have used FRIDA v1.0 (an admittedly developing model) to
demonstrate the difficulty of reaching a 2℃ target in 2100 without relying on BECCS and other yet-to-be-tested
at large-scale, negative emission energy producing technologies. The analysis based on this model shows that
even in our most aggressive and unrealistically optimistic policy scenarios, we barely reached the 2℃ target on
average. From the perspective of our developing modelling work with FRIDA v1.0, the 1.5℃ target is wholly
unachievable without these negative emissions technologies, and more likely than not, 2.5℃ or warmer will be
the result of current day levels of actions and commitment to addressing the causes of climate change.

1. Introduction: The challenges of modelling a changing world
Climate change, in all its forms, poses numerous risks and impacts to humans and ecosystems alike. When the
UN Framework Convention on Climate Change (UNFCCC) was signed in 1992, these threats had already been
recognized for decades (see e.g., Supran et al., 2023) - but the impacts were considered to lie far ahead in the
future. However, human suffering and economic damages from climate change impacts have grown rapidly over
the past 40 years (Rosvold and Buhuang, 2021). Now, the impacts are felt across societies all around the globe.

The sheer complexity of the climate change challenge has put practical constraints on global modelling
communities. The division of labour between Earth system analysis of biogeophysical climate processes and
integrated assessment modelling of future climate pathways for the world’s societies has caused quantitative and
methodological disconnects between the various academic and user communities involved in this research.
Broadly speaking, better ways to bridge across three distinct groups of researchers are needed: (1) those involved
in the physical science of climate change (whose publications are assessed in IPCC’s Working Group I); (2)
those researching climate change impacts, such as the vulnerability of socio-economic and natural systems to
climate change, negative and positive consequences of climate change, and options for adapting to it (assessed in
IPCC’s Working Group II); and (3) those involved in climate change mitigation research for reducing
anthropogenic climate change (assessed in IPCC’s Working Group III). With each IPCC assessment report the
collaborations among these communities have increased - but there is room and need for more integrated
approaches that support investigation of the full system. Such integration is pertinent since the human World and
the biophysical Earth are fully connected.

Our purpose and approach
In this paper, we document Version 1 of a fully integrated world-Earth Model called FRIDA – the
“Feedback-based knowledge Repository for IntegrateD Assessments”. As the long name reflects, the philosophy
of our approach is to capture current knowledge about the feedbacks within the interconnected social,
biophysical and techno-economic systems, in a model which will be updated as our knowledge evolves about
the dynamically changing world. Our aim is to develop and contribute a new type of model to the portfolio of
Integrated Assessment Models (IAMs) that are currently used to understand the implications and feasibilities of
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future climate pathways. We seek to demonstrate the value of building and using a model that captures two-way
causal connections between people and planet, to use the language of the UN 2030 Agenda. We are building a
model that is “fit for purpose” in the specific context of informing sustainable climate action to 2050, in line
with the goals of the Paris Agreement and the priorities of the European Green Deal. And an important priority
for us, given our intention to bridge across academic and user communities, is to build a model that is
transparent to contributory experts and users alike.

Informed climate policy discussions should take into account delays, feedbacks and the complicated
interlinkages within and between the physical climate and human activities. However, coupling detailed
process-based IAMs to even more detailed ESMs would result in models that are both extremely computationally
intensive and potentially completely opaque. Instead, our approach to building FRIDA has been to focus on
important biophysical and social system feedbacks. This entails keeping disaggregation to the minimum level
that supports a reasonable representation of each subsystem. The model is global, representing variables of
universal importance, such as average wellbeing and health, atmospheric and oceanic temperatures, aggregate
emissions and so forth. There are several advantages of this clarity-before-detail approach. Computational
simplicity gives us the ability to quickly run and thoroughly understand “what-if” scenarios. It also allows us to
explore the uncertainty domains by quickly running thousands of simulations. Due to the lower complexity of the
model and its clear diagrammatic representation, the model and the analysis methods are transparent, both to
subject experts working with the model and the eventual end-users of its analyses and insights.

An essential part of being fit for purpose is that FRIDA, as a knowledge repository, must be suitable for its
intended users and use-contexts. To that end, we have prioritised three user groups whose respective needs
determine the way in which the model is designed and deployed.

Our first target user is the global change expert, say, a typical IPCC contributor, who is frustrated that the
climate challenge, which in reality is fully interconnected and requires interdisciplinary understanding, gets
addressed, taught and studied within disciplinary silos. Our second target user is the decision-maker who would
normally use IAM-based analysis to inform their decisions about climate action, and who may be confused about
the lack of transparency in existing pathways and analyses of policy options. Our third target user is the engaged
citizen who is concerned about the climate challenge, but lacks the knowledge needed to engage in and catalyse
a deeper societal discussion on the topic.

FRIDA is built to be fit for all these use-contexts, although the interface tools for using and learning from
FRIDA take different forms for the different user types. For instance, scientists in the global change research
community may wish to “dive under the hood” of the model and investigate its actual couplings and parameter
settings. Decision makers may prefer to use an interactive learning tool to get quick answers to “what if”
questions. And engaged citizens may only wish to interact with a very simplified version of the model – for
instance, through an interactive dialogue or game experience based on the model. By continually engaging with
potential users, iteratively developing the model with low-complexity and transparent features, and by holding
the model construction to the highest scientific standards, our aim is that FRIDA will be a world-Earth model
that is transparent, fit for purpose and widely used in these user communities.

Overview of paper
We present, in Section 2, a brief overview of our modelling method of choice, System Dynamics, and an
overview of existing world-Earth models developed within that framework. We further detail our step-by-step
approach to our modelling process. In section 3, we provide the documentation of FRIDA v1.0, both an overview
of the model structure and the more detailed (module by module) description. Section 4 describes the calibration
and behaviour validation process employed for FRIDA and its results. In Section 5, we present what we call our
“Current Policy Analogy” scenario, which in reality is our baseline scenario. In this scenario we have used one
external policy lever - namely investments in various types of energy - to establish a scenario that is comparable
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to the 21st century temperature projections that result as a consequence of current policies reported to the
UNFCCC in accordance with the Paris Climate Agreement (Climate Action Tracker, 2023). Then, in section 6,
and 7 we proceed to introduce two sets of policy scenarios that build upon one another striving to reach a 2
degree Celsius warming target in 2100. We evaluate these results both with and without climate feedbacks to the
human side of the system. Finally, in section 8 we lay out the next steps in the development of FRIDA v2.0.

2. Methods

Modelling method: System Dynamics
System Dynamics is a computational modelling methodology based on systems of differential and difference
equations (see e.g., Forrester 1961, Sterman 2000, Ford 2010). Central to the method is the feedback perspective,
which privileges the representation of complex and oftentime circular interactions between system components
that endogenously generate behaviour. Such complexity is often presented in stylized stock-and-flow diagrams.
This allows for clarity when representing and analysing complex feedback systems. Since many climate-related
models are also based on differential equations this allows inclusion of these models directly with only a modest
adjustment of notation. This has the advantage of grounding our work in well-established science, speeding our
model development, and also simplifying inspection of FRIDA by others working in the various disciplines we
draw on. We use Stella (isee systems, 2023) as our common modelling platform, which allows the parallel
development of different modules while retaining the ability to continuously work with the integrated model.
Stella also makes it easy to work with, and integrate, time series data measurements such as GDP into modelling
which is used as part of the calibration process described in Section 4.

The System Dynamics landscape of integrated global models
Modelling global change issues within the system dynamics framework is a road well-travelled. Here, we briefly
describe the three most well-known System Dynamics global system models that come before FRIDA:
WORLD3, En-ROADS/C-ROADS and FeliX.

WORLD3: The WORLD3 model was the basis for the 1972 “Limits to Growth” book (Meadows et. al 1972,
1974). Commissioned by the Club of Rome, the work was built upon the book “World Dynamics” (Forrester,
1971). The simulation model studied the interactions between four global scope subsystems: population,
industry, pollution, and nonrenewable resources, tying them all together with an endogenous model of global
development. Over time the model has undergone further development and application, featuring in books such
as Beyond the Limits (Meadows et al. 1993) and Limits to Growth: the 30 year update (Meadows et al. 2004).

En-ROADS & C-ROADS: En-ROADS (Energy Rapid Overview and Decision Support) (Siegel et al., 2018) is
a simulation model developed by “Climate Interactive” that allows policy makers and the general public alike to
test different policies for addressing climate change. The model simulates interactions between energy
production, consumption, land use, transportation, industry and climate change. The model provides a simple to
use intuitive web-based interface, which gives end-users a plethora of policy options and assumptions to explore
in their quest to reduce global temperature increase in the year 2100. En-ROADS was based on C-ROADS
(Siegel et al, last updated Aug 2023), which is used to model the carbon cycle for assessing greenhouse gas
emission reduction policies. Documentation of EN-ROADS and C-ROADS can be found online here:
https://docs.climateinteractive.org/projects/.

FeliX: FeliX (Full of Economic-Environment Linkages and Integration dX/dt; Eker et al., 2019; Rydzak et al.,
2013; Walsh et al., 2017)) was built to assess the economic, social and environmental benefits of earth
observations. It aims to represent a strongly interlinked Earth system and socio-economic system components,
forming a complex dynamic system. It consists of nine sectors, namely Economy, Energy, Emissions, Carbon
Cycle, Climate & Environment, Population, Technology, Land Use, Energy and the Global Earth Observation
System of Systems (GEOSS). All model sectors are highly interrelated and bring the global perspective to the
GEO benefits assessment. In order to bring some of the GEO benefits assessment public, a simulator based on
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the FeliX model was developed, equipped with a user-friendly interface. The first version of the model was
developed by Felicjan Rydzak and Michael Obersteiner. Between 2014 and 2017, FeliX model maintenance and
development has been led by Brian Walsh. Currently, the model maintenance and development is undertaken by
Sibel Eker. Documentation can be found here: https://druptest.iiasa.ac.at/staff/sibel-eker

The step-by-step approach to building FRIDA
FRIDA v1.0 builds upon the pre-existing work in the System Dynamics field, aiming to represent as much
dynamic complexity as possible (like WORLD3) while simultaneously striving to include only the most
important aspects of detail complexity. As a consequence of our desire to represent the combined world-Earth
system in a process oriented, and rigorously calibrateable way FRIDA necessarily has to include more detail
complexity then WORLD3. FRIDA also attempts to avoid emphasising the internal dynamics of any one sector
of the combined world-Earth system above another (unlike En-ROADS, which focuses on energy systems),
instead choosing to focus as much as possible on intersectoral connections (as FeliX does, but with a higher level
of aggregation).

The System Dynamics modelling process starts with defining the problem behaviour intended to be explained by
the model. In the case of FRIDA, the fundamental behaviour is Surface Temperature Anomaly (STA) – the
temperature of the air at the surface of the Earth, which is a good proxy for the kind of climate humans live in.
Projections for temperature change in the present century vary by about the same amount, depending on future
scenarios for changes in greenhouse gas emissions, the response of the climate system, demography, economy
and so forth. STA is the fundamental variable in FRIDA, in System Dynamics language: the variable whose
behaviour we seek to explain.

Where possible, when building FRIDA we made use of pre-existing models in the literature making only the
smallest changes necessary for them to meet our purposes. Three such examples of this are our use of FaIR
(Leach et al. 2021) as the basis for our temperature calculations, our use of components from BRICK (Wong et
al., 2017) and MAGICC6 (Nauels et al., 2017) as the basis for our Sea Level calculations, and the use of MIND
(Edenhofer et al. 2005 and Held et al. 2009) as the basis for the Energy calculations. In the cases where there
were no readily available models that were fit for purpose, we applied the standard system dynamics method as
documented by Forrester (1994): To explain changes in the fundamental variable, which often tends to be a stock
(a variable that accumulates or depletes over time), one identifies all the flows that influence that variable,
making it change. In the case of STA, the flows involve greenhouse gas and aerosol emissions that make the
concentration of carbon dioxide and other greenhouse gases in the atmosphere change, and flows of greenhouse
gases that deposit into land and ocean. Working backwards, those flows originate from other variables that need
to be identified (and in turn, the preceding variables of those need to be identified).

The next step is to run the model to see how the variables change over time for a period during which time-series
data are available (here, 1980-2020). If the behaviour of the variables do not compare with observations, it is
either because key processes and feedbacks are missing in the model, or because the initial conditions for the
variables, or the parameters which control the relationships between them, are poorly chosen.

The calibration-validation process
So the third step is to use the observed time-series for as many variables as possible and compute which initial
values and parameters values would create the smallest root-mean-square error between observations and
variables, collectively. This is the calibration phase.

Then, iteratively, one expands the stocks and flows, including more processes and more feedbacks, and reiterates
the calibration phase until the behaviour of the stocks matches observations, within limits set a priori. At this
point one is satisfied that the model is structurally and behaviorally valid. During this phase, it is important that
the expansion is based on documented knowledge (whether it comes from the laws of nature, empirical
relationships or expert opinion). This is the validation phase.
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Making the model fit-for-purpose

The next phase involves making the model fit for purpose. If the purpose of the model is to identify for citizens
ways in which they can contribute to minimising climate change, for instance through dietary shifts or driving
habits, then the model needs to include stocks and flows that relate to those shifts (for instance: greenhouse gas
emissions from road traffic) so that they can evaluate why and how that would help. If the purpose of the model
is to support decision makers responsible for suggesting new policy instruments for mitigating climate change,
then it is important that the model includes emissions from all the main sectors (industry, agriculture, waste
management, energy production etc.) so that they can compare and decide upon what they think is most efficient.

Scientific analysis

The next step is to analyse the structure of the model – to find out what are the main feedbacks, the main delays,
the most sensitive parts of the system, the most likely parts for regime shifts and so forth. In short, to explain
how the system works to produce the identified behaviour of interest. This part is particularly important for
research, and is more attainable with simpler models.

Future projections

And finally, the model can be used to run future scenarios. The base scenario is often chosen as the one in which
one assumes that all the relationships from the observed period (1980-2020) remain the same in the future. But
the base scenario can also be tuned to describe a particularly interesting case (as we have done in this paper, see
section 5). All other scenarios are compared to this baseline. Often, the other cases are related to policy changes,
such as changing the carbon tax. But it can also relate to changing a relationship on the climate side, for instance
testing the importance of the melting rate of ice sheets.

During all these steps, it is essential to include uncertainty estimates because, during the model calibration phase,
there are multiple possible combinations of parameters which can, and oftentimes do produce acceptable
behaviour. Our uncertainty estimation measures the uncertainty in the calibration process, and generally follows
the approach described by Wakeland and Homer (2022). A global sensitivity analysis (Saltelli 2008) is run using
Sobol Sequence sampling across all the relevant calibration parameters (and their associated ranges) in the
model. We then specify a threshold value for the RMSE (root mean square error) of the model vs. the calibration
data as a cutoff to determine which runs are acceptably calibrated in history, and therefore are kept in the
resulting uncertainty dataset. The range in future projections caused by the differences in initial conditions and
parameters values under one combination of policies is the parametric uncertainty inherent in the model.

Other sources of uncertainty, associated with, for example the definition of the system boundary and structural
uncertainties in the model itself, i.e. the way we chose to represent real world relationships, are much harder to
quantify in the simulation results. There are also uncertainties in the observed behaviour data that we use to
calibrate the model to, and the potential for errors in model construction and output data processing (Kwakkel et.
al, 2010). During the development of the model we strive to make as few constraining assumptions as possible
to allow the parametric uncertainty to describe as much of the overall uncertainty as possible. Where that isn’t
possible we document the logic and the reasons for the constraining decisions that we have made, and where
possible discuss the impact of those assumptions on results.

3. FRIDA v1.0

FRIDA is organised as a series of interconnected modules - the root level of which is depicted below (Figure 1).
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Figure 1: The FRIDA modules, showing the strong emphasis on connectedness and feedbacks.

All these modules have their own specific role in the sequence of events that take place in the world-Earth
system when it is disturbed by human activities: The “Energy Industries” extract fossil fuels, refine them (for
instance in terms of liquid fuels for use in cars and trucks) and generate electricity (often from coal). Within the
“Food and Land Use” module the agriculture industries generate crops and livestock for food production. Also,
all activities that generate changes in land use (such as cutting of forests) are accounted for in this module. Both
modules result in emissions of warming greenhouse gases and cooling aerosols.

The demand for all of these activities come from the “Human Societies” module, closely aided by the
“Economy” module. And all end up in the “Climate” module, where concentration of greenhouse gases and
aerosols in the atmosphere determine the changes in STA and sea level. In turn, climate change impacts the other
modules, for instance, heat waves can cause premature death, droughts can cause crop failures and forest fires.
We model the “climate damages” as a function of STA. The impacts are normally very costly, they affect our
industries, our economies, our food supplies, in short: the way we live.

In FRIDA, information is carried both ways, from humans to nature, and from nature to humans, including all
the self-reinforcing mechanisms that exist in such a complex system. The only real levers exist in the “Human
societies” module, where action can be taken on personal to political levels. In our effort to make FRIDA “fit for
purpose”, we work out with our identified users what levers would be particularly interesting, and what measures
we should use to compare the various levers against each other.

The main variables and flows of FRIDA v1.0 are depicted in Figure 2. As mentioned, the behaviour we attempt
to explain (the “fundamental variable”) is STA. The radiative imbalance that occurs as a consequence of
man-made emissions (of greenhouse gases and so forth) first and foremost changes the temperature. As a
consequence, a slew of other changes take place, such as sea level rise, precipitation changes, ice melt, ocean
acidification, extreme weather - the list is lengthy, and the impacts are usually damaging to society. In FRIDA
v1.0, we only include a limited set of these consequences and use for instance temperature as a proxy to define
“climate damages”, climate impacts that damage the other modules in one way or the other.
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Figure 2: The modules, interactions and main variables of FRIDA V1.0. Red arrows are climate damages. Blue arrows are water
impacts. Green arrows are human impacts. Brown arrows are energy flows. Black arrows are greenhouse gas emissions.

The cycle of carbon starts with the fossil fuel reservoirs in the ground (on the lower right hand side in Figure 2.
These are extracted depending on the energy investment strategies in the model (this is the one external lever we
use to set the baseline scenario in section 5). Greenhouse gases are emitted from the energy industries module
(from extraction and production of energy) and from the food and land use module (cutting of forests, raising of
livestock and so forth). All these emissions contribute to the rise of GHGs in the atmosphere, which results in
rising temperature. Not all the GHGs end up in the atmosphere, however, some is stored in the ground (in land
and ocean). This process denotes the end of the carbon cycle, on the left side in Figure 2.

The STA (calculated in the climate module) and all its climate consequences are cycled back into all the other
modules as “climate damages”, creating changes and feedbacks within and between each module. The six
climate damages that are implemented in FRIDA v1.0 impact: 1) mortality rate, 2) energy capital, 3) energy
demand, 4) crop yield, 5) water lost to evapotranspiration, and 6) failure rate of loans.

We will describe each module in greater detail below, but keep in mind that we use data from the period 1980 to
2020 to calibrate the interrelationships between variables (using the method described in the step-by-step
approach from the preceding section).

Description of subsystems
Human societies module
Given that it is people that cause anthropogenic climate change, it seems natural to begin with the “human
societies module”. In future versions, we intend to incorporate behavioural choices that are relevant for the
climate change problematique, such as dietary and transportational choices, but in the current version the key
structure is the demography of the population (age distribution, births, deaths and so forth).
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Population

Population is modelled as a “continuous cohorting system” (Eberlein and Thompson, 2013), using Stella’s (isee
systems, 2023) conveyors, to represent the dynamics of ageing along with age-group specific mortality. The
continuous cohorts are grouped into 6 age categories: Infants, Aged 1-20, Aged 20-40, Aged 40-60, Aged 60-80,
Aged Over 80 for the purposes of simulating different mortality rates. These age groups were chosen based on
their distinct age specific mortality rates. The age-specific cohorts are initialised using United Nations (2022)
data of global population by age in 1980.

The age-group-specific mortality rates are calculated based on regressions using GDP per person as the input
(from the Economy module), because increasing GDP per person places downward pressure on death rates
(Miladinov, 2020). The other factor used to determine respective death rates is climate damage; specifically a
calibrated reinforcing impact of the STA (from the Climate module) on each death rate, capturing the
demographic impacts of sea level rise, mass migration, etc. (IPCC, 2022). Births are based on a calculated
fertility rate, the result of a calibrated regression using GDP per person as an input, the rationale being that with
rising standards of living and education, birth rates drop exponentially (Kirk, 1996; Lesthaeghe, 2010;
Marquez-Ramos and Mourelle, 2019, Proto and Rustichini, 2013).

Economy module

The Economy Module is depicted in Figure 3. The economy is sensitive to climate damages through changes in
the default rate of loans. The most direct impact of the economy in terms of sustaining or mitigating climate
change is realised through investments in energy. We have implemented a Schumpeterian model of economic
growth, including rudimentary monetary and financial dynamics. It features a circular flow that grows in a
cyclical pattern due to finance-mediated investment. The module emphasises finance-mediated credit provision
as a central driver of growth (King and Levine, 1993).

Figure 3: the Economy module in FRIDA v1.0. Green represents the elements which generate the consumption part of GDP. In blue
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are the investment parts of GDP, and in brown, the government parts of GDP. The “private sector” forms the basis of government
spending through taxation. The “financial sector” generates investments via lending standards, and the banks desire for profits.

The module calculates global GDP as the sum of the purchase price for final uses of all goods and services.
Functionally, it is the sum of total investment, private consumption, and government spending added together.
The three components of global GDP are each endogenously generated by their own subsector of the economy
module: investments by the financial sector; private consumption by the production sector; and government
spending by the government sector. The module is stock-flow consistent: money is endogenously created and all
monetary flows and stocks are consistently accounted for (Nikiforos and Zezza, 2018).

Investments

Investments are funded by credit, and credit expansion generates economic growth. Credit expansion is driven by
savings accumulation and the financial sector’s profit incentive. The true quality of the loans generated is
unknown ex ante: “bad” loans are discovered when the borrowers default. Whether a loan is good or bad depends
on the lending standards of the bank during origination, which are reactive to profit incentives and the present
default rate (Dell’Ariccia and Marquez, 2006). There is also a marginal effect of temperature, as global warming
will degrade the natural environment’s ability to support investments. The ratio of bad loans indicates financial
fragility.

This banking structure allows a more fragile representation of the economy than the typical Solovian approach
based on an aggregate production function. Growth and economic stability increase the banks’ tolerance for risk,
putting upward pressure on the banks’ lending volumes, and downward pressure on their lending standards (Asea
and Blomberg, 1998). Credit expansion produces yet more growth, but also fragility, that can eventually lead to
crisis and recession (Loayza and Ranciere, 2006). These mechanisms conspire to produce business cycles which
interplay with the other modules of the FRIDA model.

The choice of how to distribute investments in energy between the different production technologies is (in this
version of FRIDA) left to the user. The user is offered three premade scenarios fossil focused, balanced, and
emissions reductions focused, but can also design another scenario. The total amount of energy investments is
determined endogenously with the aim of balancing energy supply and demand.

Private Consumption

Private consumption is modelled in the interplay between households and firms. Households are disaggregated
into workers and owners, who are paid wages and profits, respectively, by the firms, including financial firms.
The owners and workers in turn consume a fraction of their income, generating revenue for the firms. The
remaining income is saved, according to a saving target set as a multiple of their present income. The sum of
owner, and worker consumption is the private consumption component of GDP. Consumption and savings grow
with economic growth.

Government Spending

The government sector produces government spending as its output, based on income raised through taxes on
wages and profits. The amount of spending is a function of the ratio between government debt and GDP, a rough
indicator of fiscal health. The difference between government spending and income accumulates as government
debt, a component of the banks’ assets. Government spending increases the firms’ income, and therefore both
wages and profits, compensating the dampening effect of taxation.

Energy industries module

Energy production and combustion has been responsible for the vast majority of anthropogenic greenhouse gas
emissions for the past hundred years. The Energy Industries module is depicted in Figure 4. The primary
relationship is that between production and demand of energy (the energy balance). This module produces
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greenhouse gases, primarily CO2. Climate change affects both energy production (through infrastructure
damages) and energy demand (need for cooling and so forth).

Figure 4: The energy industry module in FRIDA contains stocks for fossil and non-fossil energy production technologies with feedback
to the economy and climate modules. The red arrows represent climate damage in the form of infrastructure damage. The green arrows
indicate flows of money (investment) into the construction of capital. The supply demand balance is the ratio of energy supplied, to
energy demanded, and that balance (implicity representing price) impacts investment in the economy.

The energy system modelled in FRIDA is based on the Model of INvestment and technological Development
(MIND) presented in Edenhofer et al. (2005) and Held et al. (2009). The MIND model was developed to
optimise the energy transition and answer the question of how to achieve the cheapest transition that keeps
emissions low enough for the temperature to not cross a temperature guardrail, such as the two degree target. In
MIND, energy is provided by different sources which are driven by investments. The energy sources include
fossil energy, renewables and traditional non-fossil energy. Fossil energy is produced in two steps: resource
extraction and energy generation. The productivity of resource extraction depends on the limited resource base
and extraction knowledge. Secondary fossil energy production depends on extracted resources and fossil energy
generation capital. Renewables are modelled with a vintage structure and “learning by doing”. Learning by doing
means that as more is invested into renewable energy or resource extraction, installation costs go down. The
motivation is that research into renewable energy, which can reduce costs, is mainly driven by economic activity
surrounding the expansion of renewable energy. Other traditional non-fossil energy is included as an exogenous
time series. Energy is aggregated and consists of both electricity and all other forms of energy.

The energy module in FRIDA (Figure 4) has four major differences to that in MIND: disaggregation of the
various energy sources, several energy investment user choices, explicitly modelled energy demand and, finally,
the energy industries can be impacted by climate damages. We will discuss these in the following.
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Fossil Energy Production

Fossil fuel extraction depends on the available stock of extraction capital. Investments into fossil fuel extraction
decrease the cost of installing further fossil fuel extraction capital because as the knowledge needed for fossil
fuel extraction (location of deposits, extraction technology, etc.) increases, the cost of extraction decreases (the
“learning by doing” effect). However, scarcity of available fossil fuel stocks decreases the effectiveness of the
fossil fuel extraction capital. Fossil energy production has two inputs: Fossil fuels and fossil energy capital.
These inputs are weak substitutes for each other, allowing for a more capital intensive production process
requiring less fuel and vice versa.

Non-fossil fuel energy production

Non fossil energy production is split up into solar and wind energy, hydropower, nuclear power, and other
energy. Each of these is modelled explicitly. This is done in order to have a better match with real installation
cost curves. Installation cost curves differ significantly between the different non-fossil energy technologies.
While solar PV and onshore wind have seen very rapid cost reductions in recent decades (Budischak et al. 2013),
the average installation cost for hydropower across the globe presented an overall increasing tendency
(Forouzbakhsh et al. 2007), reflecting the limited locations where hydropower can easily be installed, requiring
the installation in more challenging areas at greater expense. Solar and wind energy production follows the
vintage capital structure found in the MIND model. This allows for learning by doing effects to increase the
effectiveness of newly installed capacity without simultaneously increasing the effectiveness of old installations.
The installation costs of hydropower depend on the amount of installed capacity. It is assumed that locations
where hydropower can cheaply be installed are utilised first, with increasing costs for subsequent installations.
The installation costs for nuclear power plants follow an exogenous time series based on the historical trajectory
of installation costs (Schlissel and Biewald, 2008). Installation costs of other energy provision are assumed to be
decreasing with time, limited by a fixed floor cost.

Energy demand

The energy module in FRIDA contains a model of energy demand driven by GDP and overall investments (from
the economy module of FRIDA), the STA (from the climate module of FRIDA), and population (from the human
societies society module of FRIDA). The per person use of energy depends on the logarithm of the GDP per
person. The STA increases the per person energy demand linearly. Total energy demand is calculated by
multiplying the per person energy demand with population. The per person use of energy can be further
influenced through a policy lever (see table 3) in this version of FRIDA.

Climate damages: Stocks of energy production capital, as well as the demand for energy, can be impacted by
climate induced damages. These are related to the global surface temperature anomaly calculated in the climate
module of FRIDA.

Energy imbalance impact on the economy

The energy supply balance is calculated as the fraction of production over demand (physically, of course, it is
the difference between the energy production and the energy demand). The relative supply of energy impacts the
economy via an implicit price mechanism. For instance, when the supply does not meet demand, it decreases
investments within the economy module (as high energy prices would make investments less likely to succeed)
which can cause a recession (figure 4).

Food and land use module

Agriculture and land use change explains most of the rest of the anthropogenic greenhouse gas emissions (when
energy-related emissions are accounted for). The Food and Land Use module, depicted by Figure 5, simulates the
land use of habitable land driven by the population. It is mainly subdivided in forest land, grassland and
cropland. Land reallocation is one of the major cycles in this module, and any net change in land use will result
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in greenhouse gas emissions (positive or negative). Both livestock and crop production impact the amount of
available food as well as the net emissions of greenhouse gases (CO2, CH4, N2O) and SO2. Climate change
affects crop yield, water lost to evapotranspiration and soil carbon emissions.

Figure 5: The Food and land use module includes a representation of habitable land (green borders), separated in different land stocks.
Food production (yellow) is divided in livestock and crop production. The module has a functional representation of water availability
(blue) to simulate water limitation. The population and the climate module have a direct effect on livestock and crop production.

Land Use

Depending on the demand of livestock and crops as well as the productivity of land, grassland and cropland can
be converted by processes such as ploughing up grassland and deforestation for an increase in crop production or
by fallowing cropland or deforestation for an increase in livestock production. Afforestation that converts
grassland into forest land is implemented as a policy instrument that can be applied. Reforestation describes the
process of converting deforested forest land used as cropland back to forest land. Both arable land and grassland
can be degraded by overuse. This applies in particular to dry regions and those with vulnerable ecosystems.

Crop and livestock production

Livestock production is either based on rangeland (grassland) as a food source or a ratio of crop production. Crop
production is a product of cropland and crop yield. Crop yield is a function of crop demand, fertilisation,
irrigation, soil quality and the climate response. Demand for crop as well as livestock production is calculated on
the basis of population times per capita demand, which is a function of GDP per capita. An increase in livestock
production also increases the demand of crop production as more crops have to be produced as feedstock for
livestock. Fertilisation consists of man made fertiliser and manure application which is driven by fertiliser use as
well as livestock production. Soil carbon in cropland is used as a proxy for soil quality (Lal et al. 2015) and is
implemented as an additional stock which has crop residues, a byproduct of crop yield, as input and CO2
emissions as output. Increasing soil carbon has a positive effect on crop yield (Lal et al. 2006). Irrigation is
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limited by the available water supply, a balance equation between the natural recharge rate and and the total
withdrawals including agricultural (irrigation) and non-agricultural withdrawals.

Greenhouse gas emissions

Fertilisation that consists of man made fertiliser and manure application are a main source for N2O emissions.
Additionally livestock production is the main source for CH4 in the system. CO2 has different sources. The
decomposition of soil carbon leads to CO2 emissions, whereby the net effect in offsetting against the inputs (crop
residue amount) determines the actual quantity. Together with deforestation (and afforestation as a negative
effect), they form the current calculated CO2 emissions from the module.

Climate damages

The impact of climate change on the food and land use module is two-fold: CO2 fertilisation, which has a
positive effect on crop growth, and the STA, which has a negative effect globally. The net effect is negative, as
CO2 fertilisation is less effective (Long S.P. et al. 2006).

Climate module

The climate module (Figure 6) incorporates the entire biogeochemical system that we call Earth, or nature, with
the exception of some aspects of land and water use. The main variable of this module (as of the entire model) is
STA. Two other variables, atmospheric concentration of greenhouse gases and sea level are of key
importance, the former to calculate the temperature and the latter to broaden the scope of climate damage
calculations in the model. The module receives greenhouse gas emissions from the other modules and returns
information about climate change to the other modules.
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Figure 6: the Climate module. Emissions from other modules are input, with the climate forcing of these four species calculated. Other
forcings are then approximated from these emissions (Ozone, CFCs & F-Gases, and the effect of black carbon on snow; see text), with
volcanic and solar forcings input externally. The resultant total climate forcing is then applied to an energy balance model to calculate
the temperature response. This is used to calculate climate temperature-related damages and sea level rise.

Emissions of the three most important greenhouse gases are interactively tracked: CO2, CH4, N2O, as well as
SO2 (which produces (cooling) aerosols). CO2, CH4, and N2O emissions originate from all three modules; SO2
from the Energy Industries and Food and Land Use modules only (though in the Food and Land Use module
SO2 emissions are assumed to be a constant 2.1 MtSO2, based on the historical average values of emissions
from biomass burning sources over the past 40 years (Marle et al. 2017)).

From greenhouse gas emissions to temperature using FaIR

To calculate surface temperature anomaly, we use the FaIR Simple Climate Model (Smith et al. 2018; Leach et
al. 2021) as a starting point. FaIR takes exogenous inputs of 64 relevant species (greenhouse gases, aerosols, and
other climate forcers) and calculates concentrations of GHGs, radiative forcings, and STA. In the philosophy of
the FRIDA model (to be as simple as possible), we calculate explicitly emissions of only the most important
species, namely CO2, CH4, N2O, and SO2. These species are represented in FRIDA in the same way as in FaIR.

In FRIDA, atmospheric concentrations of CO2, CH4, and N2O are tracked as stocks and calculated as in FaIR.
Flows of emissions enter at each timestep, with removals calculated in accordance to their atmospheric lifetimes.
These lifetimes are modified by different climate variables, accounting for feedbacks within the system. CO2 is
tracked in four separate stocks, with four different baseline lifetimes, which are in turn modified by CO2
concentrations, cumulative CO2 emissions, and STA. N2O and CH4 are tracked as a single stock each, with
CH4’s lifetime affected by CH4 concentrations and STA, and N2O’s by N2O concentrations.

From these concentrations, the radiative forcings due to each of these species are calculated. Aerosol forcing is
calculated from SO2 emissions rather than concentrations, since SO2 is a short-lived species. Then, three
remaining types of forcing were modelled as functions of the actively modelled forcings: Ozone, CFCs &
F-gases, and black carbon (BC). Historical correlations between the emissions of one or more species modelled
in FRIDA and the target forcings were found and used to derive the most appropriate relationships. The
suitability of these fits were further tested using future projected forcings in the IPCC AR6 scenario database,
and they are shown in Figure 7. Specifically:

• Forcing from Ozone was modelled as a multi-linear function of SO2 and CH4 emissions. Ozone is produced
chemically from reactions of short-lived forcers, and is short-lived itself, so this mix of precursors are plausible
appropriate correlators for Ozone production. This approximation reproduces historical and plausible future
Ozone forcings well.

• Forcing from CFCs & F-gases was modelled as a linear function of N2O emissions. The link between these
forcings is less clear, as these species originate from different sources on different timescales; this correlation
presumably arises from the fact that emissions of all species has generally increased historically, though the time
series for CFCs and F-gases begins to ramp up substantially later (around the 1950s) than most other species.
This relationship is therefore substantially less accurate than that for Ozone, with errors around +-0.1W/m2 at
different points historically. The effect of CFCs and F-gases is therefore a potential candidate for future explicit
simulation within FRIDA.

• Finally, since black carbon (BC) is not simulated within FRIDA, the forcing attributed to its effect on Earth’s
albedo via darkening ice regions is modelled as a multi-linear function of SO2 and CO2 from land use. A
correlation with SO2 is plausible since both are short-lived combustion by-products, with the link to land use
CO2 less directly clear given their different lifetimes, but not unsuitable given their sources. This relationship is
reasonably accurate, and is in any case a small forcing.
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Figure 7: Three relationships between emissions within the model (Predictor) and the forcing not explicitly modelled (Target) which
have been implemented in FRIDA (see text for details). The first three plots show the target forcing historically and under the future
AR6 scenarios as modelled by FaIR (black), and the estimated historical and future forcing when using the chosen predictors, which are
the representations implemented in FRIDA (colours). The errors for each approximation are shown in the fourth panel.

Forcing due to land-use change is modelled – as in FaIR – as a linear negative forcing from cumulative CO2
land-use emissions. In addition to these anthropogenic forcings, small solar and volcanic forcings are
exogenously applied, being outside the model domain.

The total radiative forcing is input to a 3-layer energy balance model, which represents the earth system as 3
horizontal layers, with different heat capacities and thermal transfer coefficients, following Leach et al., 2021.
The temperature of each layer is represented as a stock within FRIDA; the top layer receives the radiative
forcing, and its temperature stock is conceptualised as the STA. At each timestep the flows of heat into the first
layer and between the others, represented as temperature changes, are then calculated and added to the prior
temperature stocks.

After the implementation of the differences from FaIR - primarily the modelling of certain forcings as a function
of the key emitted species described above - the full set of parameters was recalibrated, with an adaptation of the
approach used in FaIR to optimally match historical observations, as shown in Figure 8. FaIR uses predefined
broad parameter ranges to generate 1 million possible parameter combinations, which are run in FaIR under
historical conditions and a commonly-used medium-ambition future scenario (SSP245) to produce the
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corresponding climate outputs. This ensemble is then reduced in two steps. First, members which don’t closely
reproduce historical STA (defined as an RMSE of >0.16K historically) are discarded. Then, the remaining
members are reduced to produce an ensemble of several hundred parameter sets which reproduce best-estimate
distributions of several climate properties: ECS, TCR, ocean heat content, STA from 1995-2014, ERFari,
ERFaci, ERFaer, CO2 concentration, and estimated SSP245 STA in 2081-2100.

Figure 8: the 1850-2100 STA time series in FaIR of the different ensembles, using historical and SSP245 future emissions, compared to
observations. The first plot indicates the full ensemble, initially constrained to reflect historical STA in the middle plot, and finally
constrained to additional observations in the third plot – see text for details.

As well as generally realigning the parameter sets with observations, the recalibration accounts for specific
processes which were neglected when reducing FaIR to be in FRIDA, such as non-SO2 aerosol direct and
indirect effects.

Sea Level Rise

Sea level rise is one of the many consequences of a warming world. The sequence of events that result in sea
level rise is complex, involving changes in runoff from land (due to changes in ground water extraction as a
result of the changing demographics of the world’s population), melting of glaciers and ice sheets, and expansion
of the oceans themselves as they warm. Total global sea-level is modelled as the sum of five different
components, which are described below. In short, the Sea-Level Rise calculation takes STA and the total
radiative forcing, as well as population size as input. We explicitly simulate the individual components of SLR as
the individual components can have regionally different impacts (Slangen et al., 2017), so this relatively complex
formulation allows for more detailed studies and a potential regionalization of the model in the future. The
possibility of future marine ice cliff instability leading to substantially increased rates of SLR is not represented
by the current set of model parameters, but can easily be added in future versions of the model. In the current
version of FRIDA, neither total SLR, nor the individual components are used in any other module, so currently,
SLR is model output exclusively. This will change in future versions of FRIDA, where parameterizations for
economic damages and adaptation costs of sea-level rise are planned to be implemented.

The five terms that sum up to total sea level are:

● Thermosteric SLR (SLRthermo): The annual change of SLRthermo is calculated as a linear function of the total
radiative forcing as a proxy for ocean heat content. This linear relationship is shown to represent SLRthermowell,
and it is calibrated here using data from Earth system model simulations and IPCC estimates (Marti et al., 2022,
Fox-Kemper et al., 2021).
● SLR from mountain glaciers (SLRMG): The annual change of SLRMG is modelled with a widely used
parameterization from Wigley and Raper (2005), which depends on the STA and the cumulative contribution of
this component from previous time steps. Parameter values are chosen as in Perrette et al. (2013).
● SLR from Greenland ice sheet (SLRGrIS): This component is calculated based on the formulation in
MAGICC6 (Nauels et al., 2017). Two different processes are considered: the surface mass balance of the
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Greenland ice sheet and its discharge into the ocean, which both depend on the STA. SLRGrIS is the sum of the
contributions of both processes.
● SLR from Antarctic ice sheet (SLRAntrIS): In FRIDA, we implement the DAIS model (Shaffer, 2014) in
the version applied in the BRICK model (Wong et al., 2017). This implementation is relatively flexible and
simulates the evolution of the ice sheets’ radius and volume. Calibration parameters were adjusted to comply
with estimates of the IPCC for the future evolution of SLRAntrIS (Fox-Kemper et al., 2021). The calculation of
SLRAntrIS depends on the Antarctic surface ocean and air temperature - which are both parameterized from the
STA - as well as on the global sea-level rise.
● SLR from land water storage (SLRLWS): Since land water storage changes can be approximated as a
function of population (Fox-Kemper et al., 2021, Rahmstorf et al., 2012), we obtained SLRLWS through a linear
regression with the dynamically evolving population within FRIDA (instead of a constant in time increase that is
often implemented in other models).

4. Calibration and Behavioural Validation
A classical climate - or Earth System - model has a spatial resolution in the range of 5 to 100 km, with around
fifty layers in the atmosphere and ocean. It simulates the laws of nature, and is only forced by external factors
such as solar insolation, volcanic eruptions and anthropogenic actions. Climate models have to be spun up, often
for several thousands of model years, to reach an equilibrium state in the atmosphere and ocean. The equilibrium
state is usually chosen to be the period before large-scale anthropogenic influence, representative of year 1850
conditions. Before being used for production runs, models will often undergo calibration and tuning processes to
ensure the top-of-atmosphere energy budget is approximately in balance and consistent with observations, which
may require tuning of sub-grid-scale parameters (often involving convection and clouds) that cannot be explicitly
resolved. A set of standard diagnostic experiments are requested from climate models that contribute to the
World Climate Research Program’s Coupled Model Intercomparison Project (CMIP; Eyring et al. 2016), which
provides a large evidence basis to IPCC Working Group I. One diagnostic experiment is the reproduction of
climate over the period of anthropogenic influence (1850 to near-present), where model performance can be
compared to actual observations.

In contrast, there is limited practice in evaluating historical performance of IAMs over the anthropogenic era or
of calibration to observations, though these issues have been identified (Wilson et al. 2021). The IAMs are
normally based on empirical relationships built together to cover the entire economy - technology- energy nexus.

When creating simpler, box-model-type climate models (for instance Energy Balance Models), calibration
towards the more complex climate models is typically performed, with observational constraints used to
benchmark model performance (Leach et al. 2021). The same approach is normally used for System Dynamics
models, including FRIDA. The calibration of the FRIDA model is performed both as a form of model testing,
and to estimate model parameters, striving to achieve a match between the observed measurements and the
simulation (Barlas, 1996, Olivia, 2003) for the time period 1980-2020 (“the calibration period”). Since changes
to the model structure were needed to improve the calibration, the FRIDA model underwent a “validation /
verification / calibration” process as described by Walker and Wakeland, (2011) (and briefly above).

The FRIDA model was calibrated using Powell’s BOBYQA (bound optimization by quadratic approximation)
(Powell, 2009), a gradient descent method. We used the version embedded in Stella Architect 3.5.1, which uses
the public open source project DLib version 19.7 (Powell 2009, isee systems 2023, Dlib C++ Library 2023).
FRIDA has been calibrated largely using partial calibration i.e. using 4 separate calibrations, each focused on one
particular area of the model with a final whole-model calibration at the end. The 4 individual partial calibrations
constructed were focused on: Economics, Population, Energy, and Food and Land Use. The Climate module was
not calibrated part and parcel with the rest of the FRIDA model, instead we chose to use the published parameter
estimates from the literature, since FaIR is calibrated over a longer time-period then FRIDA. This also held true
for the parts of the energy module which were not modified from the MIND model which was its basis. Partial
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calibration was done to reduce the computational complexity of the problem, and to allow us to bring the model
into range iteratively as we worked on each portion of the model in relative isolation. This had the benefit of
reducing the chance of the optimizer getting bogged down in flat areas of the payoff surface, and more
importantly, made it far easier to reason about the generated parameter estimates and fits to data. For each payoff
we minimised the square error between the observed data and its simulated counterpart. The weights on each
component of the payoff were set so that the value of the payoff was approximately equal to the number of data
points. This gives a payoff that behaves the same as the negative value of the log likelihood in terms of its
response to parameter changes which is optimal for the BOBYQA algorithm. The results of FRIDA’s calibration
to observed data are shown in Figure 9 for all key variables identified in Figure 2.
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Figure 9: Calibration curves for each key variable referred to in Figure 2. The blue dashed line represents the observed data, and the solid orange line represents the simulation
results. The calibration period is 1980 to 2022
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5. The “Current Policies Analogy” Scenario
FRIDA’s base scenario is called the “current policies analogy” scenario because it is meant to mimic the current
national “policies and action” to the Paris climate agreement (Figure 10).

Figure 10: Climate Action Tracker warming projections, calculated using MAGIC based on national reports on emissions and pledges.
This figure shows that current pledges and policies yield between 2.5℃ and 2.9℃ degrees of warming. Source: Climate Action
Tracker (2023).

According to the most updated estimates (December 2023), the current policies and actions will result in a
warming between 2.5 and 2.9℃ (Figure 10). To mimic that scenario we run FRIDA for the projection period
(2020-2100) with one external intervention, namely the level of investment in renewable energy technologies
relative to fossils. In FRIDA v1.0, this is an external input as the model does not yet endogenously model human
decision making processes around energy type investments. For the “current policies analogy” scenario, we have
chosen the energy investment strategy that best represents what is necessary to reproduce the climate outcomes
of the current policies described by the Climate Action Tracker. This global energy investment strategy increases
the global renewable energy supply from approximately 12% of the global energy supply in 2020, to 50% in
2040, and 97% in 2100 (Figure 11). The uncertainty bounds in this scenario (and our future policy scenarios)
represent the parametric uncertainty around our six sources of climate feedback (increasing mortality, damaging
energy capital, increasing energy demand, damaging crop yield, increasing water lost to evapotranspiration, and
increasing failure rate of loans) in addition to the uncertainty of the climate sensitivity of FaIR. The simulation
results of this scenario is shown in Figure 12.
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Figure 11: Renewable energy (hydro, wind, solar, and other non fossil, but not nuclear) fraction of energy supply in the “Current
policies analogy” (or baseline) scenario. This is the key input to the “current policies analogy” scenario.

Figure 12: The baseline scenario. a) Surface temperature anomaly; b) atmospheric radiative forcing; c) CO2 emissions; d) energy
production; e) population; f) economic output per capita; g) energy demand; h) livestock production; i) crop production. The
uncertainty ranges show the parametric uncertainty inherent in all of the climate damage concepts within FRIDA v1.0.

The “current policies analogy” scenario projects the STA in 2100 to be 2.8℃, with an uncertainty range between
2.3℃ and 3.1℃ (Figure 12a), which by design is comparable to the “policies and action” projection in Figure 10.
That level of warming is created largely by the growing concentration of GHGs in the atmosphere over the
course of the century, with anthropogenic forcing in 2100 at 5.05 w/m2 (range: 4.6-5.5) (Figure 12b). In this
scenario, total CO2 emissions (figure 12c) peak in the early 2030s with a maximum mean value 44.7
GtCO2/year (range: 42.6-47.8), at a level that is not all that much higher than today’s emissions. The most
impactful segment of emissions generating that forcing are those from energy production (Figure 12d), which are
a function of the overall level of both the energy demanded by human societies and how that energy is provided
(the input to the scenario). The overall amount of energy demanded, and therefore supplied to human societies,
grows as a function of the increasing population (Figure 12e) and the level of economic output on a per capita
basis (Figure 12f). The model projects mean energy demand in 2100 to be 195 PWh/year (range: 122-254; Figure
12g), which is just short of a threefold increase as compared to today. In the current policies analogy scenario,
the human population is projected to reach a mean value in 2100 of 10.6 billion people (range: 9.96-11.3), while
GDP per capita in 2100 is projected to reach a mean value of $235,000 (ppp 2017$) (range: 133,000-435,000),
which is an order of magnitude increase compared to today's values. Beyond energy emissions, the increased
population, and level of wealth in the absence of any specific policy interventions around consumption, generates
increases in livestock production to a mean value in 2100 of 1,170 billion kg/year (range: 940-1410; Figure 12h),
a roughly a three-fold increase as compared to today’s levels. This increase in livestock production also increases
crop production to a mean value in 2100 of 58.3 GtCrop/year (range: 45-71.8; Figure 12i), again a roughly
three-fold increase as compared to today’s levels. This scenario represents an interlinked world-Earth system
under pressure, but most certainly not one that has collapsed.
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But what would this have looked like if we hadn’t included climate damages? To get an impression of the
impacts that climate has on the system we present in Figure 13 the same input assumption scenario as in Figure
12, but with the following climate impacts removed: failure rate of loans, destruction of energy capital, and
energy demand.

Figure 13: As in Figure 12, but with the addition of the baseline run without climate feedbacks.

In this case the warming is projected to reach 3℃ (2.5℃ - 3.4℃), which is on average one quarter degree higher
than in the fully coupled model run (Figure 13a). This suggests that if the Climate Action Tracker project (Figure
10) had calculated the temperature outcomes with a model that included climate damages, the temperature
projection for current policies and actions would be slightly lower! For some, this may be a rather
counterintuitive result: how can climate damages cause less temperature increase? The explanation is found in
the way the world develops: consider the direct outcome of the climate damage that we removed in this scenario.
The first was the removal of the impact of climate on the failure rate of loans (investment) in the economic
system. Without climate damage that causes loans to fail more frequently, investment returns at a higher rate,
and therefore more money enters the circular flow (private sector, Figure 3). With more money entering the
circular flow, both taxes and consumption increase. Since taxes form the basis for government spending,
government spending also increases. Because GDP is the sum of investment, consumption and government
spending, GDP increases without climate feedback (Figure 13f). That rise in GDP, lowers death rates, and
combined with the insensitivity of fertility to increased economic output, at this level of GDP per capita, the
removal of climate feedback drives the population up (Figure 13e). With greater economic output and higher
population, there is a larger demand for meat (Figure 13h), which drives up demand for crops (Figure 13i) as
well as driving up the demand and supply of energy (Figure 13d,g). All of these actions together raise total CO2
emissions (Figure 13c) which causes more anthropogenic forcing (Figure 13b) and subsequently an increase in
temperature. Above we walked through just the logic behind the impacts from the removal of a single climate
damage. By removing the impact of climate on the destruction of energy capital and the impact of climate on
energy demand we have made it so that less investment is needed to produce energy, and that less energy is
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needed (Figure 13d,g) which makes energy prices cheaper, which spurs economic growth and for the reasons
above spurs additional warming.

Note that we have neither included all possible feedback in v1.0 of FRIDA, nor removed them all in the model
run presented in Figure 13. What we intend to show is that the evolution of the full system is not particularly
trivial to guess, and that deeper insights can be gained when considering a model that encompasses interlinkages
and feedbacks of the full system, not just parts of it.

6. The impact of a heavily accelerated, unlimited, economically efficient green energy
transition

The power of a fully coupled world-Earth model like FRIDA is that it allows for the quick creation of internally
consistent future scenarios. As is obvious from Figure 10, current policies and actions are not enough to bring us
back below 2 degree warming at the end of the century. So we have looked to FRIDA to see what it would take
to bring the (FRIDA) world down below 2 degree warming.

The first scenario is based on changes in energy policies alone, and represents an extremely accelerated, and
economically efficient, green energy transition. This scenario produces 85% of its energy from renewable
sources in 2040, and 97% of its energy from renewable sources in 2100 (Figure 14). We obtain this by
optimising investments into energy production capacity such that we maintain an energy supply demand balance
of one, minimise the cost of energy production, while also minimising CO2 emissions from the energy
production system, all of this assuming no materials, energy storage limitations or policy resistance.

Figure 14: This figure shows the fraction of the global energy supply coming from renewable sources. The energy transition scenario
input (blue) is compared to the current policies analogy scenario input (orange). The energy transition scenario sees an even more
aggressive energy transition to renewable energy technologies play out. The share of renewable energy supplied to society grows far
faster, and reaches a higher ultimate value in the energy transition scenario than the current policies analogy.

This energy transition scenario (depicted in Figure 15 - blue box-whiskers) is still not enough to meet a 2℃
warming goal. This scenario produces an STA in 2100 of 2.33℃ (range: 1.96-2.75), which when compared to the
current policies analogy is on average a reduction of 0.42℃. The rate of growth in anthropogenic forcing is
sharply reduced starting in 2040, reaching a 2100 mean that is 0.82 w/m2 less then the current policies analogy.
In this scenario Total CO2 emissions peak in 2023 at a mean of 40.9 GtCO2/Year (range: 39.7-43.1), and by the
end of the century emissions have steadily crept up to a mean value in 2100 of 22.3 GtCO2/year (range
17.8-26.3), though this amount is still below 1980 values. Energy demand in this scenario is only marginally
different, showing on average 6 less PWh/year demanded. This change in energy demand is largely a function of
the cooler climate as the global population is expected to be on average 300 million people higher in 2100 due to
less impact of climate on mortality, and marginally increased levels of GDP per capita also reducing mortality.
This scenario projects GDP per capita in 2100 to increase on average by $42,000 (ppp 2017$) versus the current
policies analogy. These increases in population and GDP per capita have also caused livestock production to
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increase on average by 100 billion kg/year in 2100, which increases crop production on average by 6
GtCrop/Year in 2100. This scenario represents a far more desirable outcome, with higher mean economic growth
and overall lower temperature, but without a policy to change dietary habits, and create negative emissions
through afforestation it falls short of the goal.

Figure 15: Results of the current policy analogy scenario (with climate feedback) compared to the energy transition scenario.

7. Afforestation and changes to livestock demand to achieve the 2 degree Celsius
target

Without negative-emissions energy systems, even drastically reducing emissions from the energy system alone is
not enough to get us below 2℃ warming. Finding a policy that gets us to that target without those technologies,
using a fully coupled feedback-rich model (FRIDA) was surprisingly difficult. Our first intuition was to hold
energy demand constant at a global level, but that had the opposite effect on STA by 2100. That happened
because by 2040, with our aggressive energy transition policy, we have modelled a scenario where we are getting
nearly all of our energy from renewable sources (Figure 14). Consequently, the reduction in energy demand does
not significantly decrease emissions. Instead, decreasing energy demand only serves to decrease the level of
investment needed to meet energy demand, allowing energy supply and demand to meet far more easily (i.e.,
lowering prices) and fueling additional economic growth. The additional economic growth, in turn, increases
emissions from elsewhere in the system, primarily from land use, land cover changes and increased livestock
production to satiate the demand for heavier meat-based diets, which is a consequence of a richer global
population.

Since there are no further opportunities for reductions in emissions from the energy system, without resorting to
untested at the large scale, negative emissions energy production technologies, we turned our attention to other
sources of human generated emissions. We chose to focus on two primary targets: reductions in emissions from
livestock production and the creation of negative CO2 emissions through afforestation. To achieve a 2℃ STA in
2100 requires the implementation of not only our energy transition described above, but also a logarithmic decay
in per capita livestock demand to 1980’s levels starting in 2024 (Figure 17h). The end effect of this per capita
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change in livestock demand, holds livestock production roughly constant at 2020 values for the rest of the
century. These two interventions together were still insufficient; they had to be done simultaneously with the
yearly conversion of 1% of global grasslands to forest land starting in 2030 as seen in Figure 16.

Figure 16: Impact of Afforestation Policy, restoring 1% of global grasslands to forest land each year, starting in 2030.

This scenario finally produces an STA of 2℃ (range: 1.65-2.34) in 2100. This is a reduction of 0.75℃ compared
to the “current policies analogy” scenario. To achieve that reduction in temperature, anthropogenic radiative
forcing (Figure 17b, green boxes) is still sharply reduced in 2040 by the energy transition (Figure 14), but in the
latter half of the century it is held roughly constant (compared to slightly growing in the previous scenario),
reaching a mean value in 2100 of 3.55 W/m2, which is 1.5 W/m2 less than the current policies analogy. Since
forcing is the outcome of emissions, the same story holds true for total CO2 emissions, which still peak in 2023
due to the aggressive energy transition, but in this scenario the 2100 mean value is 18.2 GtCO2/year, 4.1
GtCO2/year less then even the energy transition scenario because of the afforestation policy. Energy demand is
only marginally changed, showing on average 9 PWh/year less energy demand in this scenario than the energy
transition scenario (Figure 17g), which is mostly due to the “cooler” climate in the latter half of the century.
Population in this scenario increases relative to both the current policies analogy and the green transition
scenario, reaching an average of 11.1 billion people in 2100, which is 500 million more people than the current
policies analogy, and 200 million more than the green transition scenario (Figure 17e). This difference is caused
both by reduced mortality from climate and marginal increases in GDP per capita, both of these pushing death
rates down and, at this point in the fertility curve, fertility is very insensitive to changes in GDP per capita. GDP
per capita in this scenario has a mean 2100 value of $278,000 (ppp 2017$) which is $43,000 higher than the
current policies analogy, and $1,000 higher than the green transition scenario (Figure 17f). By breaking the link
between GDP per capita, and livestock demand, modelling a return to 1980’s levels of per capita livestock
consumption, we reduce crop production on average by 12.8 GtCrop/Year compared to the current policies
analogy, and 18.8 GtCrop/Year compared to the green transition scenario with its increased livestock production
(Figure 17i). This scenario represents a positive outcome from the perspective of addressing climate change,
without causing world-wide aggregated economic harm, based on our projections economic outcomes are
generally indistinguishable in this world vs the others.
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Figure 17: Results of the current policy analogy scenario (with climate feedback) in red compared to the energy transition (alone)
scenario in blue and the energy & land use transition scenario necessary to reach 2℃ in green. To reach the 2℃ target in 2100 without
negative emissions energy production (i.e BECCS) requires an aggressive energy transition, holding livestock production constant at
today’s levels, and afforestation starting in 2030.

8. Conclusions and next steps
With this work, we have demonstrated the importance of having a dynamically complex feedback-rich model
which interconnects the climate and the human system. Representing the breadth of connections between the
sectors of world-Earth system has allowed us to capture the unintuitive outcomes which arise from a more fully
connected World Earth system, specifically that including climate damage in our model, reduces projections of
warming. We have used FRIDA v1.0 (an admittedly developing model) to demonstrate the difficulty of reaching
a 2℃ target in 2100 without relying on BECCS and other yet-to-be-tested at large-scale, negative emission
energy producing technologies. The analysis based on this model shows that even in our most aggressive and
unrealistically optimistic policy scenarios, we barely reached the 2℃ target on average. From the perspective of
our developing modelling work with FRIDA v1.0, the 1.5℃ target is wholly unachievable without these negative
emissions technologies, and more likely than not, 2.5℃ or warmer will be the result of current day levels of
actions and commitment to addressing the causes of climate change.

The FRIDA model, presented here, is only a step on a journey towards achieving our goals of developing a new
combined climate-IAM that is fully transparent and has a strong social and human component. We have
demonstrated that FRIDA is a potentially plausible model of the development of human society and the Earth’s
climate over the past 40 and next 80 years. While we have explored many of the interconnections between the
climate and human society, there is still more work to be done. Moving forward to FRIDA v2.0 will require a
focus on modelling human behaviour in a more direct and explicit way in all modules, allowing us to refine our
scenario creation process, avoiding outcomes which are unrealistic and creating stories and scenarios that are “fit
for purpose”. Across the entire model we need to add more detail to the carbon cycle and water cycles. To the
energy and industries system, we would like to integrate the limitations to the energy transition from resources
(i.e., rare earth metals etc.) and better disaggregate the supply and demand of energy by the type of demand
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(transport, heating, etc.). To the economy, we would like to add structure to represent more aspects of the
economy - for instance the concept of inequality - to test and see if our projections of future economic growth
hold up as we make the economy less financialized. To the food and land use system, we would like to add the
ability to simulate BECCS. We also would like to ground the existing representation of climate impacts more
solidly within existing literature, and add further types of climate damage. Our hope is that FRIDA will soon be
at a level mature enough to address many of the serious questions concerning climate that are facing the world
with enough confidence to be heard.
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