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Abstract. The creation of Causal Loop Diagrams (CLDs) is a major phase in the System Dynamics (SD) life-cycle, since the created CLDs express dependencies and feedback in the system under study, as well as, guide modellers in building meaningful simulation models. The creation of CLDs is still subject to the modeller’s domain expertise (mental model) and her ability to abstract the system, because of the strong dependency on semantic knowledge. Since the beginning of SD, available system data sources (written and numerical models) have always been sparsely available, very limited and imperfect and thus of little benefit to the whole modelling process. However, in recent years, we have seen an explosion in generated data, especially in all business related domains that are analysed via Business Dynamics (BD). In this paper, we introduce a systematic tool supported CLD creation approach, which analyses and utilises available disparate data sources within the business domain. We demonstrate the application of our methodology on a given business use-case and evaluate the resulting CLD. Finally, we propose directions for future research to further push the automation in the CLD creation and increase confidence in the generated CLDs.
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1 Introduction

In recent years, we have seen an explosion of generated data in large scale enterprises, and both, analysts and managers, are desperately looking for diverse concepts to make sense of this data, e.g., by semantically connecting it together and therefore revealing dependencies and main business drivers. Business Dynamics (BD) is in particular well suited to analyse, model and simulate businesses and their target Key Performance Indicators (KPIs) [1]. However, system thinking is quite challenging for the modeller and requires a strong background and expertise to avoid the typical pitfalls and traps [2, 3]. This is mainly because of the feedback systems and timely shifted impacts of variable changes. One major part of BD modelling is the creation of Causal Loop Diagrams (CLDs) that highlight
causal relationships among variables and visualise feedback loops. The creation of CLDs is a non-trivial task, since it requires the modeller to investigate and understand the main drivers of the system under study.

One well established concept to create CLDs from semantic domain knowledge is Ford’s and Sterman’s Knowledge Elicitation methodology [4]. Essentially, Ford and Sterman have proposed to elicit the expert knowledge (mental models) of domain experts by raising questions about the domain and performing surveys and consultations. This extracted knowledge is then transformed into CLDs and revalidated by the domain experts. Since both, the modeller and the domain experts, are involved into this process, it is apparently very well suited to arrive at ‘appropriate’ CLDs, which can then be transformed into simulation models. However, knowledge elicitation also comes with the limitations of possible misunderstandings and is very time consuming, since it is carried out manually. On top of that, for instance, in huge enterprises, no single individual, or for that matter, group of domain experts, is capable of describing the entire business and all it’s dependencies. Creating CLDs for specific goals is therefore always dependent on the limited knowledge of the domain experts, thus their is a potential of missing out important information. Since nowadays enterprises are ”... data rich, but not necessarily knowledge rich” [5], we will demonstrate a systematic tool supported CLD creation process, based on the given data available in large scale enterprises. One could argue that the design of a hypothetical CLD model, and testing it with input data, might perform better (in the creation of a meaningful CLD). However, to our knowledge the only way to design such a ’hypothetical CLD model’ is manual, which is again based on subjective biases and assumptions, rather than on hard evidence available in the real data. Our automated approach is intended to support business analysts in the creation of ‘appropriate’ CLDs for specific goals, by utilising the readily available real data, that resides in the enterprise data warehouses. We will showcase this approach in the context of the retailer company Akron Heating and explain the created CLD. The paper is split into the following sections:

Section 2 provides background information about large scale enterprises, and foremost about the data that is produced in these enterprises and readily available for consumption. Section 3 describes the three phase approach and shows how to arrive at CLDs from the given company data. The next Section 4 then describes the use-case of the retailer company Akron Heating along with a detailed application of the systematic tool supported CLD creation process. It concludes with an evaluation of the created CLD. In the last Section 5, we summarise the contributions of this paper and outline future research needed to further improve the CLD creation process.

2 Background

Today’s enterprises employ various business software solutions and modelling methodologies for managing, automating and controlling their business, such as ERP, CRM, HRM, etc. These solutions run on different business execution
platforms, for instance, SAP Business Suite, IBM WebSphere or SAP Netweaver BPM. Their execution generates a massive amount of data, generally split into two categories: Business and Operational data [6, 7, 8].

Business Data describes the state changes for company assets over time, that actually happen when a Business Process is executed. This information is stored within entities, called Business Objects (BO), for instance, Sales Order, Customer, Employee, Purchase Order, etc., and physically persisted into huge data warehouses. KPIs are defined to monitor the health status of the business. Examples of typical KPIs are profit, revenue, market share and expenses. Business reports that capture these KPIs are then generated based on the information extracted from BOs, for example, sales revenue is computed from Sales Orders [8]. These reports are then employed for decision making to improve and optimise the business. A very important factor, which is generally overlooked, is that KPIs are highly influenced and driven by the operational level business processes, which are the foundation pillars of any company, and are orchestrated to offer the services or products that the company deals with.

Operational Data is massive event data that is generated when Business Processes (BPs) at the operational level are executed. These events are usually of a simple nature and often only comprise raw information, like the BP instance id, timestamp, and type of the state transition but not the state of the whole system [9]. The event data, therefore, contains valuable information about the behavior of the business process as well as its performance. Process mining techniques are employed to extract the information about the behavior of processes and to measure the performance of business processes as well as the activities that constitute the end-to-end business processes [9, 10, 11]. Process Performance Parameters (PPIs) are defined to monitor the performance of the business processes at the operational level. Examples of typical PPIs are: execution time of a BP (end-to-end time), execution times of business process activities, number of times a BP has been started (instance occurrence) or number of times a BP has been successfully executed in a given time frame (throughput). PPIs support the overall understanding of how the business works, and which BPs are contributing towards the business level KPIs. A very simple example, which reflects the PPIs influence on the business level KPIs, is that of the Number of Orders KPI, which is driven by the Throughput PPI of the Order-To-Cash BP.

Enterprises, further, employ various models and methodologies to capture their domain specific knowledge, such as Domain Specific Languages (DSLs) and Business Ontologies [12, 13, 14, 15]. These models and Ontologies aim to describe one or more aspects of a business, thus providing semantic knowledge about a particular business aspect. Furthermore, these models and Ontologies are machine readable and, therefore, highly appropriate for automation. These can be easily searched with the help of query languages, such as SPARQL [16]. From a BD point of view, Ontologies are written models, which capture the
state of the business domain experts knowledge (their mental models). There are already a number of established Ontologies in the business domain, such as e3value, REA or EO, with the main purpose of describing e-commerce ideas (e3value), explaining the resource-event-actor relationship (REA) or defining the terms in an enterprise (EO) [17, 18, 19]. Even though the available information in these Ontologies is relevant, the creation of CLDs is, however, still challenging, since the causal relationships needed for CLDs are limited. Filipowska et al. have proposed a more operational focussed Ontology, which is split into several sub-ontologies, e.g., Business Resources Ontology (BRO), Business Functions Ontology (BFO) or Business Goals Ontology (BGO). The sub-ontology for business goals is intended for "modelling a hierarchy of business goals and provides a set of relations between them to enable goal-based reasoning" [14]. This is particularly interesting, since the additional benefit, needed for CLD creation, is the availability of causal relationships among KPIs. In order to address the specific needs of the BD community, we have designed and developed an enterprise causality relationship Ontology, which acts as an additional vital source for creating CLDs [20]. A small snapshot of this Ontology is shown in figure 1.

This Ontology consists of KPI templates (KPI classes), KPI instances (KPIs) and Business Process performance parameters (PPIs). Additionally, the KPIs and PPIs are connected via two relations: affectsPos and affectsNeg. Whilst the affectsPos relation suggests a positive influence from source to target element (e.g. directly proportional), the affectsNeg relation implies a negative influence from source to target element (e.g. inversely proportional). For instance, it is trivial to see that the Order-To-Cash BP drives the high-level KPI NumberOfOrders.
Orders, which then impacts the SalesVolume of the company. If a modeller was to predict the companies SalesVolume, she should consider the impact of the Order-To-Cash PPIs and incorporate those into the creation of a CLD. This Ontology acts as a black box for queries to verify causality between two given variables, and is further used in the semi-automated CLD creation process, as described in the next section.

Clearly, a number of data sources are readily available in the enterprise business domain, such as business data, operational data and various models and Ontologies. These available data sources are highly suitable to be consumed in the BD process, as these are tagged with time stamps and provide causality relationships, as well as the historical development of the business. These data can, therefore, act as crucial information sources to simplify and facilitate the systematic tool supported creation of CLDs, instead of relying on the time consuming and error-prone manual approach.

3 Integrating Disparate Data Sources for CLD creation

BD is an extremely powerful concept but has so far been restricted mainly to the academic world or in the government sectors for long-term strategic policy making. The major issues hampering its uptake and popularity in the enterprise business world are two fold: Firstly, too much complexity associated with the reliance on manual activities, and secondly, an absence of a tool supported end-to-end solution in place. A particularly significant step in BD modelling is the CLD creation, and this is also the main pain point, as this requires a thorough understanding of the target system, the different variables in the system, and the causalities among them. When we look into the enterprise business domain, there are disparate data sources available, such as business data, operational data, domain-specific models and Ontologies, etc. Within all these disparate data sources lies significant value for the BD life-cycle to tap into, exploit it and put it to work for increasing automation in the CLD creation process. However, these data sources have so far only been used mostly in silos for different types of traditional business decision support systems. Our proposed CLD creation approach utilises and converges these disparate data sources to offer a systematic and tool supported CLD creation process. At this stage our focus is on promoting automated CLD creation for given business data sets and to demonstrate feasibility of such an automated CLD creation framework. The applied methodologies in some of the phases of our proposed framework are rather of a simple nature. However, the framework architecture is highly generic and therefore enables easy incorporation of more sophisticated strategies.

Filtering

Given the massive amount of data that resides in the enterprise databases, it is imperative to start with a Filtering phase. Huge enterprise databases (DBs) store a lot of valuable information, which is the target data relevant for CLD creation.
This target data is mostly produced by established BP execution engines (e.g., SAP Netweaver). It is generally available in standardised schemas, which simplifies automated filtering. However, even in standardised schemas, there is a huge amount of meta data information which is just needed to keep the IT landscape running. Examples of this meta data are: IDs and primary and foreign keys used to logically connect tables together, etc. This meta data carries no relevance for the CLD creation process and needs to be filtered. Furthermore, when the data is aggregated for reporting, customised enterprise schemas are introduced, which rather hinder automated filtering. The modeller is then required to identify and select only that data, which is relevant for CLD creation. As described earlier, analysing a system (business) with BD, is always an analyses of a system behaviour over time, e.g. in our case: The modeller investigates the historical behaviour of the business to understand dependencies and feedback loops. This finally enables her to model a target KPI and eventually simulate it for future predictions. Mathematically speaking, this historical system behaviour can be expressed as a set of time series variables (KPI time series), which is eventually transformed into stocks, flows and variables in a later phase of the BD life-cycle. These time series express, very accurately, the historical development of the business and are key to understanding dependencies and feedback in the business.

Retrieving time series from the DB is, of course, only possible, if the KPIs have been tracked over time. As discussed in Section 2, all available data is stored with the time stamp of its creation, thus facilitating time series extraction. The two goals of the Filtering phase are therefore:

1. Filter out all DB meta data which is only used to keep the IT infrastructure running (IDs, primary keys, foreign keys, description columns, etc.)
2. Extract the set of all time series variables from the DBs.

Exploration
The set of all filtered time series reflects the historical behaviour of the business that is analysed for CLDs creation. However, the data, in its raw form as time series, still hides the actually interesting information that is key to accurate, appropriate CLDs: The dependencies among the time series. For instance, even though the modeller has access to the time series for the enterprise sales, which accurately reflects the historical development, she still needs to semantically connect the sales with other influencing variables, to create an ‘appropriate’ CLD. As we have seen from other studies, data has always a story to tell, and mathematics can help to reveal this story [5]. The quintessence, which we try to extract from the data for CLD creation, is how variables depend on each other and a target KPI over time. For the computation of such dependencies between variables, we have decided to use the Pearson product-moment correlation coefficient $\rho$ as shown in 1, because it is a commonly used concept in statistics.

\[
cor_\rho = \rho_{X,Y} = \frac{\text{cov}(X,Y)}{\sigma_X \sigma_Y} = \frac{E[(X - \mu_X)(Y - \mu_Y)]}{\sigma_X \sigma_Y}
\]

The analyses of two given time series with this concept returns a correlation value in the interval $[-1.0, 1.0]$, which either suggests high correlation of the two
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Fig. 2. Example result for a weighted graph $\Omega$ after the successful exploration phase. $q_i$ represents one time series retrieved in the filtering phase.

time series (1.0), a high anti-correlation ($-1.0$) or no correlation at all (0.0). Nonetheless, the Pearson correlation algorithm embodies one hard constraint: For each observed point in time, both given time series must provide an observed data point. In practice, this constraint might be violated, since different variables might be recorded at different points in time. Concepts, such as the nearest neighbour, are usually employed to overcome these issues. In our current solution, we have decided that for each missing data point at time stamp $t$, the last available data point at time stamp $t - 1$ is used. If the time series has no entry for timestamp $t - 1$, e.g., $t = 0$, the data point at timestamp $t$ is used. We have decided to incorporate this rather naive approach, because it can be easily exchanged with results from a time series analyses at a later stage [21]. In the second phase of Exploration, a weighted graph $\Omega = \{V, E\}$ is generated from a given set of filtered time series. Each vertex in $\Omega$ represents one time series, retrieved in the filtering phase, and each edge represents the Pearson correlation between the two connected time series vertices, as shown in figure 2.

It is easy to see that the application of different correlation algorithms (e.g., Spearman’s rank correlation) results in different weighted graphs. $\Omega$ contains all time series and their correlations that have been retrieved from the given business data. Dependent on the size of this data, $\Omega$ can grow rapidly. The main reason for the creation of $\Omega$ is the need to develop an understanding of how the different time series variables are related to each other, which is an important input information for CLD creation. If variables are only connected to each other with a small correlation, this might indicate their independence from each other. Therefore, our approach offers a mechanism to pro-actively define and change a
correlation threshold to remove edges from $\Omega$, which are below this threshold.

**Discovery**

However, it is highly debatable whether correlation is suited to identify relationships between variables, because of various reasons: Firstly, the Pearson product-moment correlation assumes linear Gaussian relationships between the analysed variables [22]. Today’s businesses are highly complex systems, and as such, most likely not linear. The same reasoning holds for their KPI variables, which are to be analysed. Secondly, changes in variables are not necessarily directly influencing other variables, changes rather impact delayed. Such delayed dependencies are hard to detect with correlation. And finally, even though two variables $A$ and $B$ have a high correlation, this does not inevitably imply that $A$ is influencing $B$ or vice versa. There might also exist a third variable $C$, which drives $A$ and $B$ [23]. Because of such reasons, $\Omega$ can serve as an indicator for causality at best.

If the created CLDs were to be based only on $\Omega$, the confidence about the accuracy and the real-world representation of these CLDs could be doubted. This is the very reason, why we are introducing the usage of Ontologies, as defined in [14, 15, 24], to further build confidence in the created CLDs. The Ontologies are de facto written models of the domain-specific knowledge. It basically serves as a black box to confirm relationships between retrieved variables. In the last phase *Discovery* both, $\Omega$ and an available Ontology $O$ are used to create CLDs as described in algorithm 1.

This algorithm defines two procedures: `buildCLD` and `findBestPath`. The first procedure is used to run through all edges in $\Omega$ and apply the `findBestPath` method for the two vertices connected to each edge. In this case, a path refers to a causal relationship between two given variables $A$ and $B$ in a given Ontology, and does not need to be direct. A path might also consist of sub paths, indicating that a relationship from $A$ to $B$ involves additional variables. Now, if for $A$ and $B$ multiple separate paths are available within the Ontology, one needs to identify which path qualifies as the "best" fit, so to say: Which relationship is appropriate for the current use case, modelling goal and available data. One approach that has been implemented in the *Discovery* phase is to apply a metric to each path, which is based on the retrieved correlations from $\Omega$. More specifically, we have implemented a path correlation as the mean of all correlations for all sub paths of a given path. The best path is then simply the path with the highest path correlation.

Finally, if a best path for two given variables from $\Omega$ has been identified, a new coupling for this path is created and, along with the two variables, added to the CLD. This process is repeated for each edge in $\Omega$, and results in an automatically created CLD. Now, dependent on the input data and Ontology, CLDs could potentially become pretty large, if the causal chain for a target KPI is very long and all sub-parts are included in the data retrieved from the databases. One example for such a long causal chain might be: profit $\leftarrow$ revenue $\leftarrow$ sold items $\leftarrow$ order to customer time $\leftarrow$ order process end to end time $\leftarrow$ order packaging time. Usually, CLDs are used for: Firstly, to comprehend the target system
and it’s dependencies. Secondly, to create simulations and predictions for the target system. Our framework produces rather complex CLDs capturing all the fine-level details hidden in the given data sets, which are vital to produce accurate simulation results. However, for simple learning and decision reports, our approach empowers the modeller to define an additional path length threshold to limit the length of the causal chains, thus simplifying the CLD for human understanding. For further improvements in the quality of the created CLDs, two different ways are supported: Firstly, the framework enables the SD modeller to apply her domain-specific knowledge by manually editing the automatically generated CLDs. And secondly, simulation results can eventually be employed to further refine the CLDs. Figure 3 shows all three phases of our systematic tool supported CLD creation process.
Fig. 3. A framework for semi-automated CLD creation.
4 Application and Evaluation

In this paper, we take up the industrial use-case of Akron Heating, which is a company operating in the retail sector [25]. The retail sector is a highly competitive business domain, which centers around buying goods or products from manufacturers and selling these to the consumers or businesses for profit. The retail business is carried out either online or via physical stores or a combination of both. For managing and controlling the business, Akron Heating employs various business software solutions (ERP, CRM and HRM). All these systems produce a massive amount of operational, as well as, business data. One subsystem of ERP is the Order Management system that retailers use for order processing, stock level management, shipping, etc. An integrated order management system is supported by various business processes including:

1. Order-To-Cash
2. Refill stock
3. Return Item

Things don’t always go smooth in the Order Management system, for example, Akron Heating runs into out of stock issues and is therefore not able to deliver completed orders. Developing a strong understanding of the various processes that support the Order Management system and their relationships is, therefore, very important to effectively operate the business and thereby keep the profits high and customers satisfied. Different KPIs have already been configured, including Profit, Total Market Size, Market Share, Sales, Return On Invest, Number of Overall Customers, to keep a check on the health status of the company. In this use-case, Akron Heating’s management is particularly interested in identifying the reasons for the fluctuating Profit. This fluctuating Profit, along with the companies expenses and sales, are shown in the dashboard.

Obviously, this dashboard lacks the necessary insight to help Akron Heating to identify the root causes and thereby addressing the fluctuating Profit problem. It is clear, that expenses and sales are influencing profit, however, there are multiple other KPIs, which are part of the complete causal problem chain, but are nowhere captured in the dashboard. The creation of a CLD will reveal these hidden dependencies, because it is particularly suited to visualise the causal relationships between the companies KPIs and their inter-dependencies. A detailed application of our systematic CLD creation for Akron Heating is presented that supports the modeller in the creation of a CLD.

The first step to create such a CLD with our proposed methodology, is to connect it to Akron Heating’s DBs and identify those tables, which store the relevant data for analyses (operational and business data). In this use-case one DB is available, which contains a separate table for each PPI and a set of tables that contain the aggregated business data. By applying the Filtering phase, these tables are transformed into time series to further process them. Each PPI table contains a timestamp and data column, which is already a "time series"-like format. Figure 5 shows some of these tables. The output of the Filtering phase for these tables is therefore always one time series with the name of the
Fig. 4. The dashboard with profit, expenses and sales KPIs, which highlights Akron Heating’s fluctuating profit.
Table 1. An example for replaced missing data points (bold) in time series to calculate the Pearson correlation.

<table>
<thead>
<tr>
<th>Timestamp</th>
<th>Number of Order Process Executions</th>
<th>Profit</th>
</tr>
</thead>
<tbody>
<tr>
<td>01/02/2010</td>
<td>182</td>
<td>466.002,36</td>
</tr>
<tr>
<td>02/02/2010</td>
<td>181</td>
<td>466.002,36</td>
</tr>
<tr>
<td>03/02/2010</td>
<td>179</td>
<td>466.002,36</td>
</tr>
<tr>
<td>...</td>
<td>...</td>
<td>...</td>
</tr>
<tr>
<td>28/02/2010</td>
<td>185</td>
<td>466.002,36</td>
</tr>
<tr>
<td>01/03/2010</td>
<td>180</td>
<td>-65.222,21</td>
</tr>
<tr>
<td>02/03/2010</td>
<td>177</td>
<td>-65.222,21</td>
</tr>
<tr>
<td>03/03/2010</td>
<td>179</td>
<td>-65.222,21</td>
</tr>
<tr>
<td>...</td>
<td>...</td>
<td>...</td>
</tr>
</tbody>
</table>

PPI retrieved from the name of the data column. However, the business data tables contain several timestamps, descriptions and KPI columns. To automatically create time series based on this data, the modeller needs to define which timestamp column has to be used for time series extraction. Afterwards, the Filtering phase automatically creates time series for each numerical column in the given table, e.g., Sales, Profit, Salesvolume, Salary, Expenses, and assigns the respective variable names. In this rather small use-case we have extracted 62 distinct time series variables, which serve as the input for the Exploration phase.

For each possible pair of the retrieved time series variables the Pearson correlation algorithm is now applied in the Exploration phase. This is pretty straightforward in cases, where the variables have been observed at the same point in time, e.g., some of the retrieved KPIs are always computed at the same time. However, in other cases, it has to be ensured, that for each observed point in time in either time series, a respective data point is available. A good example to illustrate this problem is that of Profit and the PPI "Number of Order Process Executions". As we can clearly see from table 1 the Profit KPI is only tracked on a monthly basis, but the PPI is computed on a daily basis. As described in the Exploration phase in Section 3, each missing data point in a time series at point \( t_i \) is replaced with the data point at time \( t_i - 1 \). For the Profit example, each value for each day in the first month is replaced with the value of the first day in the month (see table 1). Once all the correlation values for each pair have been computed, a weighted graph \( \Omega \) is generated, which consists of 62 vertices and 1891 weighted edges. \( \Omega \) in its current form captures all correlations, including those with a very small weight factor. We have discussed in Section 3 that a low correlation (weight factor) might indicate no relationship at all. Eliminating these low correlation edges helps to focus on those correlations, which actually might indicate causality and are not contradicting with the modellers business domain knowledge. In the Akron Heating use-case, the modeller identified the correlation threshold value of 0.2, which did not contradict her domain knowledge and helped to reduces the overall number of edges to 703 in \( \Omega \). This means that more than 1000 edges had a threshold smaller than 0.2. This weighted
Fig. 5. Tables showing the available process performance indicators (PPIs) and the timestamps of their creation in the Akron Heating use-case.

diagram is shown in Figure 6. Even though, this picture appears to be difficult to comprehend from a human point of view, it is meant to convey the complexity
of the data that we are dealing with in large enterprises. $\Omega$ is a snapshot of 62 correlated variables, which are part of Akron Heating. These variables accurately described the historical development of Akron Heating and were further used to find causality amongst them. If every single process in Akron Heating was documented and tracked properly, and the modeller provides all databases, $\Omega$ could potentially contain every single variable that influences the business to some certain extent.

However, even after applying a correlation threshold of 0.2, $\Omega$ was still quite large in this rather simple use-case. The final creation of a CLD for the target KPI *Profit* required the analyses of all the weighted edges to identify and remove connections that were not reflecting causality towards the target KPI or any of its related variables. As explained earlier in Section 3, the *Discovery* phase is employed to find causal relationships between two given variables in $\Omega$ and furthermore to create a final CLD. This is achieved by querying a given enterprise Ontology for a causal relationship of two variables connected via a correlated edge in $\Omega$. This strategy is now explained for three different examples taken from the Akron Heating weighted graph (Figure 6):

1. **Expenses and Profit:**
   Expenses and Profit were correlated with a value of $-0.765$. The Ontology provided one directed path "affectsNeg" from Expenses to Profit, which had a negative polarity. Profit is the difference between all sold goods and all paid expenses in a given time interval. It was therefore easy to see that Expenses were impacting the Profit: The more expenses Akron Heating accumulated, the less Profit it made. This path was introduced into the resulting CLD.

2. **Inventory Cost and Profit:**
   Inventory Cost is the spent money in a given time window that is needed to refill and maintain the stock. With respect to Profit, Inventory Cost is an additional cost with negative impact, because the more products Akron Heating restocks and stores in its warehouses the more expenditures are generated, which reduce Profit. This relationship was recorded in the Ontology as an "affectsNeg" path. Since $\Omega$ showed a correlation of $-0.415$ between those two variables, a negative connection was introduced into the CLD.

3. **Average Order Size and Profit:**
   Another example is that of the Average Order Size, which is the mean price per order in a given time window. The trivial reason of a causal relationship between both variables is captured via the Sales variable. Sales is the income created from all sold products. The higher the Average Order Size, the higher the Sales, which then causes the Profit to increase. These two relationships were captured in the Ontology. Now, in this particular case, the weighted graph indicated only a small correlation of 0.291 between Average Order Size and Profit. However, the correlation between Average Order Size and Sales (0.759), as well as the correlation between Sales and Profit (0.395), were much higher and summed up to a total path correlation of 0.577. The
Fig. 6. The created weighted graph for the Akron Heating use-case with a correlation threshold of 0.2. It shows the complexity of the available data and their interconnection.
algorithm therefore introduced a direct relationship between *Average Order Size* and *Profit*, even though this relationship was also captured via *Sales*. This example highlights open questions and requires future research to find an optimal solution.

The same approach, as explained in the previous three examples, was applied in Akron Heating for all vertices in $\Omega$ that were connected to each other. At this point, one might ask, what is the additional benefit of creating a weighted graph $\Omega$, which is then used to query the Ontology for causality? Why is the modeller not directly using the Ontology as a template to create a CLD for the goal KPI? The Ontology itself is a domain-wide defined causal knowledge repository, which is already very large, and potentially growing, as new causal relationships are introduced whenever detected by modellers. However, it is reasonable to assume, that the Ontology captures more information (KPI relationships), as available and/or used in the businesses. For example, the current version of our enterprise Ontology also captures dependencies related to the Marketing domain, but in the Akron Heating use-case, only the Order Management was analysed. When queried for influences on *Profit*, the Ontology also returned relationships that included variables from the marketing domain, even though no data for these variables was available in the actual use-case. If the modeller was to transform the resulting CLD into an SFD and simulate it, once again, she needed to as-

![Fig. 7. The final created CLD.](image-url)

...
sume equations for those variables, which are not based on hard data. With our
approach, potential paths that contain variables not captured in $\Omega$, are having,
by default, a smaller path correlation, thus being excluded from the resulting
CLD. By following this strategy, it can be ensured, that the CLD only contains
such variables, which are based on the enterprise data. To summarise this:
The additional benefit of $\Omega$ is its capability of describing the correlation between
all given variables that have influenced the historical development of the busi-
ness. It therefore defines the scope of "interesting" causal relationships, which
are a subset of the given Ontology.

The resulting CLD for the Akron Heating use-case and the target KPI Profit
is shown in Figure 7. Each connection in the resulting CLD is reasonable and can
be justified with business background knowledge, as we have discussed earlier
with three examples. However, some of the connections appear to be duplicated,
which is due to multiple correlations among the variables in the reasoning path.
Future work is needed to further rework these results and build more sensible
CLDs. Once more sensible CLDs have been created, they are ready to be trans-
formed into SFDs either manually or automatically, e.g. as proposed by Burns
and Binder et al. [26, 27]. For automated transformation, we have already imple-
mented a Burns inspired algorithm based on a constraint resolver. For manual
transformations the modeller needs to look into the generated CLD and iden-
tify the Stocks and Flows to connect together those to formulate the SFD. The
biggest advantage with our proposed approach to the modeller is that she does
not need to be expert in the BD area, as all needed knowledge is systemati-
cally embedded into our approach, via integration to the companies business
and operational data, automated computation of correlations and extraction of
causalities from a given enterprise Ontology.

5 Conclusion

Our results for a systematic tool supported CLD creation in the business domain
demonstrates that the current manual process can be enhanced to beneficially
impact the modeller’s work due to the automated processing. Such benefits are,
for instance, a decreased overall CLD creation time, a decreased dependency on
domain experts, increased confidence in the CLD, since it is now based on hard
data, rather on modeller assumptions and the modellers relief from acquiring
additional domain specific knowledge. However, the approach is strongly depen-
dent on the available system data. But, as we have shown earlier, the explosion
of data in the BD domain in recent years allows for more sophisticated data
mining and data analyses, thereby facilitating CLD creation. Data has always a
story to tell, which can be revealed with appropriate methodologies. We believe,
that the incorporated correlation strategy lacks accuracy to reveal the "causal
relationship" story and does not detect delays, but surely serves well as a starting
point. We will therefore incorporate further "causal" metrics in the creation of
the weighted graph, in future iterations of the proposed approach, to increase the
reliability of a causal assumption in the given data set. Examples for such metrics are Granger-Causality and Bayesian Networks [22, 28, 29]. This step would then also provide feedback for the enhancement of the given input Ontology, because if a high correlation is found in the weighted graph, but not reflected as a relationship in the Ontology, the Ontology should be systematically expanded with that retrieved information.

We have only shown the creation of CLDs so far, because it is a critical major step in the overall BD life-cycle. Surely, the modeller is mostly interested in overall simulation results and therefore continues in the BD life-cycle with the creation of simulation models, their annotation with parameters & equations and then final simulation results. Burns and Binder et al. have already shown, that the machine supported creation of simulation models based on ”appropriate” CLDs is in fact possible [26, 27]. We don’t see any reason that keeps one from applying their work to CLDs created with our approach. Even further: Since we have all the enterprise data already attached in the weighted graph, concepts like neural networks could be leveraged to annotate the simulation models with parameters and equations [30]. Once a fully annotated simulation model is created it can be simulated and evaluated against the input data. At this point, it remains future work, whether such a ”closed loop” SD approach is indeed suited to reproduce the real-world business and possibly predict its future development.
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