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Increasingly popular cognitive mapping of complerdaill-structured situations
dynamics carries risks for validity of end resuitdh because of cognitive complexity of
situations and features of modern cognitive mapgleges. To cope with typical
human-induced formalization risks, verificationcofnitive maps is proposed, based on
the open system of more or less local expert @itef absence of risks and direct
errors in the map. Comparison of processes of modestruction in system dynamics
and cognitive mapping as well as analysis of preesesof model understanding and
mastering show that human-induced risk problemsystem dynamics and cognitive
mapping have much in common. Presented typesksfaisd criteria for their detection
during verification of cognitive maps refer to earktages of modeling, when
translating primary representations to a formal ¢garage has not passed into the phase
of quantitative parameters definition, be it objeet data or expert estimations.
Similarity of early stages of modeling either wsigned cognitive maps or causal loop
diagrams as the intermediate language gives hopentegration of ideas improving
end results validity and cross-fertilization betwesystem dynamics and cognitive
mapping, with the first steps seen today.
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1. Introduction

For last decades there appear more and more plitnisabasic and applied, related to
cognitive mapping and its applications to ill-stwred socio-economic and other
interdisciplinary objects, systems and problemagians. In the spectrum of covered
problems essential place is taken with modeling sintulation of dynamics of ill-
structured situations and decision-making on siwnaevolution control up to the
regional and state level.

In the variety of approaches in cognitive mappimg $pecial place belongs to cognitive
maps (CMs), which (i) are aimed to represent thectire of causal influences in a
mapped situation and (ii) are characterized withranor less formal behavioral
semantics. It seems appropriate to identify suchsCd4 formal ones in order to
distinguish them from informal maps usually applhie¢oft OR (Howick et al. (2008)).
Namely formal CMs which are computable enable satoh of complex and ill-
structured objects and situations with highly adagtrqualitative (soft) variables, thus
supporting the solution of problems of forecastimgl control not amenable to classical
econometric methods and models.

The scientific direction of cognitive mapping ofraplex and ill-structured situations
and systems by means of formal CMs goes back taydana (1963), Axelrod (1976),
Roberts (1976a,b), Kosko (1988). In the field afial CMs fairly extensive researches



are carried out. (See, for example, reviews in kgu(2005), Pefia et al. (2008),
Avdeeva and Kovriga (2008), Carvalho (2010), Abrameet al. (2011)). In this
direction the hallmark of “formal” is commonly notsed in the naming. From now
onward, just this kind of CMs will be discussed.

It is difficult not to notice the similarity of stsm dynamics and cognitive mapping in
the applied problems and expressive means. Sufftoesay that causal loop diagrams
(CLDs) and signed CMs, which are often used inpgtaetice of cognitive mapping as
the primary representation of a mental model dif-atriuctured situation modeled for
subsequent refinement to obtain a formal CM of sdype(usually by assigning
weights to influences), are not visually differé&mm each other except for the explicit
designation of cycles in CLDs. On the other hahd, large family of types of formal
CMs which, according to the classification from Abrova et al. (2011) are identified
as the functional CMs, in the formal aspect maydgarded as relatives with stock and
flow diagrams (SFDs) in the family of dynamical &ymss, although the expressive
power of functional CMs in the formal sense is mioreted.

In the field of system dynamics, some studies rdfercomparative analysis of
approaches using cognitive mapping and causaligrig®&n (2000), Giordano (2007),
Schaffernicht (2007), Schaffernicht (2010)) and @ower the ideas of integration of
system dynamics and cognitive mapping are develdMalucas (2002), Giordano
(2007)). As a rule, informal CMs in the style oétimethodology by Iden and Ackerman
are meant (Eden (1988), Eden and Ackermann (208a&)yick et al. (2008)). In
contrast, in McLucas (2002) ideas and the expressapabilities of formal CMs in
modeling the behavior are not only used but alseeldped. However in general,
judging by references to publications found in themple reviews and analyses
(Sterman (2000), Giordano et al. (2007), Schafétni(2010) and others), in the
scientific field of system dynamics the knowleddgp®uat researches on CMs with formal
semantics oriented to dynamics analysis and magleimsufficient.

At the same time, there are numerous basic andeapsearches on formal CMs. It is
enough to give partial geography of these studBeszil, Chile, Portugal, Russia, South
Korea, Turkey, USA etc. This geography is refledtethe review by Abramova et al.
(2011) which is based on the representative s8bdf/pes of formal CMs. Since 2000,
Institute of Control Sciences of Russian AcademySafences holds International
Conference “Cognitive analysis and situations ettucontrol” (CASC). There are a
number of cognitive mapping representatives whama@aate themselves with system
dynamics (see, for example, Kim (2000), Carvalhd aomé (2000, 2001), Ferrarini
(2011)).

This work deals with the problem where, the autlmigeve, the integration efforts can
be very fruitful. This is the problem of human-imgd risks at modeling dynamics of
ill-structured situations and its overcoming by meaf verification. (Use of the term
“verification” in this work and its relationship tother known interpretations will be
refined.)

The human-induced risks for validity of end resultscognitive mapping are caused
both by cognitive complexity of investigated prablesituations and by features of
modern CM languages.

Moreover, it is shown (Abramova (2006, 2007), Aboasn at al. (2009)) that such risks
may be induced not only by decision-makers, expetglysts and composers of



specific CMs and CM-based models of ill-structusédations (first kind risks) but also
by developers of cognitive mapping tools such asotétical models, languages,
techniques and information technologies (second kigsks). From this division follow
the corresponding objects of verification.

The main objective of verification of specific CMsd CM-based models (shortly
verification of CMs) is defined as the early deimetand blocking risks for validity of
end results of modeling a situation and direct rermanging from early conceptual
stages of composing models. The vagueness of sesarittheoretical models and
languages was found out for most types of CMs aWdb@sed models of situations,
this leading to necessity of verification of thaaral models (Abramova (2011),
Abramova et al. (2011)). (This aspect of researamése paper is not presented.)

It is pertinent to point out that criticism of theodern languages adequacy for modeling
complex situations in the context of their appligatfor solving applied problems can
be heard both in cognitive mapping (Carvalho (201@pramova et al. (2009),
Abramova (2011)), and in system dynamics (Schaiffatn(2010)), although on a few
different grounds. The attention to the questiothefr development is brought, taking
into account semantic aspects quite often ignored.

This work focuses on the verification of CMs, basedpredefined criteria of specific
risks absence found out and tested by these au@imatgheir colleagues, with some
relevant criticism on semantic vagueness of CM-thaeeoretical models. More

advanced techniques of expert-performed verificatfocused on actualization of
expert’'s cognitive resources (cognitive dissonamognitive control, error detectors,
known from cognitive science) are presented in Almaa and Kovriga (2011),

Abramova (2012).

To study and systematize detected risks and @&iferitheir early detection language-
oriented approach is developing proposed earliergmova (2011), (Abramova and
Kovriga (2011)). According to this approach, compgsmaps is considered as the
translation of human’s substantive knowledge abauproblem situation into the

mathematical language and reading maps is the ladkwanslation (interpretation)

with the inevitable distorting effect in both cag@dramova (2007)). Thus structuring
types of risks goes in accordance with the logicth@f composition of CMs from

elementary semantic constructs and associated tosk®re complex ones (Abramova
and Kovriga (2011)).

The idea to form the validity criteria (so-calledbl@ratt’'s Categories of Legitimate
Reservation) for cause-and-effect logic is founsbah system dynamics (Burns and
Musa (2001)). The comparison shows that both regapgproaches to forming the
criteria of validity presented in Abramova and Kiger (2011) and Burns and Musa
(2001), have some common features (focus on lgcalitthe criteria, some close
criteria).

According to these authors’ estimate, the languagited approach has proved to be
richer in the repertoire of partial criteria and ttapability to detect risks and direct
errors of formalization, with integration obviouglyeferable.

The further development of the approach is conudewati¢h allocation of two levels of
formalization at composing CMs. Considering th&gisf formalization which arise in
the translation of initial representations of expeabout the problem situation and its



dynamics into a formal language, one can with sahegree of conventionality
distinguish two levels of risks according to typistages of such translation.

The first level relates to the stage of qualitatmedeling, when translation of initial
representations (that is a human’s cognitive moolie§ situation to a formal language
has not yet passed into the second stage of qaiargitparameters definition, whether
they be objective data or expert estimations.

Our analysis has helped to notice similarity inyeatages of modeling dynamics of ill-
structured situations either in terms of signed @GMELDs as an intermediate language
for subsequent refinement of the intermediate modelespondingly in terms of some
type of formal CMs or SFDs. Based on similaritytio¢ languages of signed CMs and
CLDs, it seems reasonable to suggest commonalitgneéchanisms of risk in their
application. In agreement with Schaffernicht (200Ho believes that CLDs allow to
model “fast-and-dirty” we are inclined to believet not only CLDs but other first-level
languages of qualitative modeling such as signed @M risky when modelers rely upon
their intuitive semantics.

The principal role of early verification in the dir(qualitative) stage of modeling is to
identify risks of inconsistency with the semantafsselected language of the second
level of formalization (some type of CMs or SFD) wew of correction or even
rejection of the selected language, if the relegaiistantive features of the situation are
not expressible by its expressive means. Typesks of the early stage of qualitative
formalization presented in the article and thevaie criteria for their detection during
verification are based on the authors' experiehtiesoexpert verification of applied and
research maps.

This paper is organized as follows. In Section 2 thitial concepts are refined,
including the notion of formal CMs, as well as twcept of verification in the context
of this study and relations to system dynamicsSéetion 3 firstly the rationale and
general features of the open system of partia¢raitof absence of risks for validity of
formal CMs are given. Then the most typical ancedfi’e qualitative criteria are
described in short. Only the criteria associateth the detection of fragments of false
transitivity in formal CMs are presented and ilhased in the separate section 4 within
the description of the false transitivity phenomenigself and its origins in the
conceptual modeling of ill-structured situationsng types of risks for validity of the
end results with the criteria for their detectionll Wwe shown in the examples (section
3.2 and section 4). In conclusion some practicaignificant research problems and
opportunities for future research are denoted.

2. The concepts of formal CMs and verification in the context of this
study and relations to system dynamics

2.1. Formal CMsand ther relation to languages of system dynamics

Diversity of research approaches to ill-structuigmtio-economic and other inter-
disciplinary objects, systems and problem situationterms of cognitive maps has with
inevitability led to ambiguity of terms “cognitivenap” and “cognitive mapping”
themselves. The diversity is largely caused by ntimg and using many types of
cognitive maps, and in particular, by various degref formalization of knowledge and
beliefs of experts about a problem situation, beigip from maps with informal



semantics (such as CMs in the methodology of EdenAekermann (2001), Howick et
al. (2008)) and up to formal maps.

This work deals with CMs that may be assigned \atthibutes of “cognitive”, “causal”
and “formal” on various grounds. They are causatesithey represent the structure of
causal influences of a mapped situation. They agaitive since they are the product of
cognitive transformations of the primary (internpbrceptions and beliefs of people
into a formal language. Such cognitive nature ajdpcing the formalized maps is
essential for complex and ill-structured situatiahge to inevitable distorting effect
discussed below. Finally, they are (more or lesgnél since they are computable and
afford application of formal methods (such as satioh, inference and others) to
forecast and to search and make decisions on titeot@f complex and ill-structured
situations. Today in publications and communicaiarf the research domain of
cognitive mapping the uniting attribute “cognitivés dominant though in adjacent
domains they often speak about causal maps or afregr On the contrary, the
demarcative attribute “formal” which means that thaps are computable is not
commonly used. The distinctive feature of the fgnof formal CMs is that the
semantics of a given type of maps in the familgéesermined with the corresponding
theoretical model which defines behavior of sitoiasi modeled as the maps. In other
words, one can say that a theoretical model defihesbehavioral semantics of the
language, aimed to describe maps of a give typlefea graphical language or matrix
one, or a language of structural equations).

Consideration of the basic mathematical propedfe¢be family of formal CMs helps to
understand the sources of distorting effects intthweslation of signed CMs of the first
level formalization in the formal language of tlezsnd level.

The obligatory base of formal CM definition is th@ected graph which nodes are
associated with factors (or concepts) and arcnéegoreted aslirect causal influences
(or causal relations, connections, links) betwestadirs.

Functional CMs

This work mainly deals with the large subfamilyfofmal CMs which can be referred
to asfunctional CMs, on classification from Abramova et al. (2Q1h)functional CMs
factors are mathematically represented as variaBles in the graph of functional CMs
are usually added with influence weights (intelsifj resulting in aveightedCM. From
the behavioral point of view, the basic elementhef theoretical model of a given type
of functional CMs is the type of function represegtbehavior of anypundlein a map
l.e. of a factor with all incoming direct influere€Fig.1). This function is sometimes
referred to as thmfluence aggregation functicsthough in a number of publications it
is called simply the rule for aggregating influemomto a factor or like that.

Fig.1. A bundle in a weighted CM

If instead of weights in a CM there are given si¢pslarities of influences), such a
signed CMmay be considered as a weighted CM with uncentegnitudes of weights.



Typical examples of functional CMs are maps beloggb the family “in the spirit of
Roberts”; they are different modifications of thgndmic maps proposed in Roberts
(1976). For all types of maps in this family thegeggation function of the bundle is
pseudo linear, i.e. some modification of the cleasinear function with the one-clock
delay. One more family of formal cognitive mapgdamed with maps “in the spirit of
Kosko” usually referred to as fuzzy maps. It seenagse pertinent to name many maps
of this sort pseudo-fuzzy because they use cldss@thematics, rather than fuzzy, as it
might be expected from the title. They differ fromodern maps “in the spirit of
Roberts” mainly by a type of the aggregation funicti

For most of the presently known types of functioGds (see Abramova et al. (2011))
the general form of the influence aggregation fioms may be represented as the
compositional formula:

n
Viiay = f[ZWi Wéiixj (1)
i=1
WhereVyt,Ay is the value (or increment) of factgrat timet, V{,lAX is the value (or

increment) of factorx at timet-1, n is the number of cause factors in the bundjeis
the weight of influence of factox on factory, andf is some type of function. The

values of variables in different types of CMs candet at different scales, often finite
and / or verbal ones, typically normalized.

The role of the outer functioh) say, sigmoid, is that in some approximation cositeo
function (1) models the intuitively natural propest of monotonicity of individual
influences ancédditivity in the integrity of influences onto a factor fonited scales of
variables and\or their increments, however withl@atving the permissible range of
values. Note that the limitation of the range, ¢gbifor various types of functional CMs,
creates systemic risk of distortions in the formetion of intuitively monotonic
influences. Note also that the above formula dasstake into account the additional
influences on the dependent factors that are cermidto be independent within a
specific model from other factors, including thdluences of the environment and
control actions. (Such “conditionally independenihfluences are explicitly
distinguished only in some theoretical models ofSOM

One more important behavioral characteristic ofashgit models in the formalism of

CMs is the mode of dynamics of conditionally indegent factors (i.e. factors not

influenced by other factors within a specific mgddoth qualitative features (i.e.

events, or continuous behavior, or mixture) andntjtetive ones should be specified.
By our estimation, the role of conditionally indepent factors in correct understanding
of behavior of models is comparable with cycles.

Finally, it is necessary to name one more mathe&alaproperty which is fundamental
not only for all types of formal CMs but for othiemguages and models as well. We
speak aboutransitivity of cause-effect influenceékhis property is usually considered as
the universal principle both by mathematicians, sredproblem area experts. The need
for adequate application of this property, as waslithe properties of monotonicity and
additivity of influences is taken into account iretframework of the proposed approach
to verification of CMs.



In the present brief description of functional CMsgh advanced types of CMs as rule-
based CMs, those with variable delays, with exigrreontrolled weights and some
others, are omitted. We suppose that our approachetification with the validity
criteria found out can be extended to such CMs;dwaw this requires more careful
study on the practice.

A rigorous comparison of the language of SFDs affdrdnt types of functional CMs
is still waiting its researcher. However, even todais clear that (i) they have
approximately the same level of formality; (ii) tteeguage of SFDs is more expressive
than those of functional CMs due to a larger numifetypes of variables; (iii) the
languages of functional CMs appear to have moreppities for expression of ill-
defined, vague causal relations.

Comparison of the role of signed CMs and CLDs & pghocess of composing dynamic
models of ill-structured situations

Analysis of the practice and some of the methodektpr composing dynamic models
of ill-structured situations in the formalism ofnittional CMs shows that typical is a
primary representation of the situation asigned CM which differs from a weighted

functional CM only in that no weights of direct luénces are defined in it, but only
their signs (polarities) are assigned to arcs @ g¢inaph. Further a signed CM is
concretized by specifying the signed weights irgted the signs, and by further
definition of the initial data and the mode of dymes of conditionally independent
factors.

An example of such a CM is shown in Fig. 2. Thenepke is chosen intentionally to
emphasize the kinship of languages of signed CM$ @hDs: it was originally

developed by Taber (1991) as a cognitive map. fByctassification of Abramova et al.
(2011), it refers to pseudo fuzzy CMs, and thenfuoctional CMs.) Later it was
renamed by McLucas as CLD (McLucas (2002)), thifedng only in adding explicit

designation of cycles except for details of viszetion.

Analysis of a number of published examples likes ttioth CMs and CLDs ( Kwahk
and Kim (1999), Sterman (200MIcLucas (2002), Binder et al. (2004), Crescitefida
Figueiredo (2009), Schaffernicht (2012)), perfornigdour colleague A. Fedotov has
helped to comprehend deep similarity in early stage modeling dynamics of ill-
structured situations in terms of signed CMs or GLMoreover, the experiential
knowledge of typical risks in the early stages afistructing CMs allowed accepting as
reasonable the suggestion of commonality in meshasiof risk in the application of
signed CMs and CLDs as the intermediate languagsulosequent refinement in terms
of some type of formal CMs or SFDs.

From the standpoint of verification, a number qgdy of risks for validity and errors
may be involved in the stage of composing a sigdkt] and they should be identified
and blocked with early verification. Similar rolewdd be performed if composing SFDs
proceeds through intermediate CLDs. It both casedication means identification of
risks of inconsistency with the semantics of a ek target language of the second
level of formalization or direct errors whether yh&ould result in correction or even
rejection of the selected target language (if ¥gressive means are limited relative to
the relevant substantive features of the situatiodeled).
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Fig. 2. The map of cocaine use (Taber (1991), Masy2002))

2.2. The verification and validation concepts in the context of cognitive mapping
and system dynamics

Application of verification ideas to new types dbjects demands refinement of the
concept of verification which covers the most diéi® objects, from objects of
designing and data to theories.

Study of different meanings of this term and iterfrelation with the term of validation
at the obvious polysemy is far beyond the giverepap

It seems enough to say that, on the one handethe*verification”, as it is known, has
differing interpretations today as well as “validat with a host of accompanying
concepts, e.g. “confidence”, “credibility”, “depeatuallity”, “soundness” and so on. (See,
for example, the critical analysis by Pala et &9@) which covers the history of system
dynamics in comparison with hard OR and soft ORaalidation ideas.)

On the other hand, different approaches draw thmeadeation line between the two
terms on different grounds.

In the field of system dynamics the point of viewcarding to which the term
“validation of models” covers narrower term “vecdition” is more common.

Thus, according to (Forrester and Senge, 1980Wat&din means “...the process of
establishing confidence in the soundness and usefsilof a model with respect to its



purpose”. Herewith structural verification is careied as a specific mode of tests
within validation process.

On the other hand, Sargent (Sargent, 2003) digshgs stage of checking whether the
computer model is programmed correctly and calls “agbmputerized model
verification”.

The opposite point of view that the verificationdavelidation are different stages of a
single process, represented in (Coyle, 2000), wimepart verification of the simulation
model and validation with the simulation model difered.

A similar position with the opposition of verifigah and validation is characteristic in
the field of safety-related software.

From these authors’ viewpoint, most relevant inmieigtion for cognitive mapping
defines verification “in computer modeling and slation” as “the process of
determining that a model or simulation implemewiatiaccurately represents the
developer's conceptual description and specifinatigDictionary (2005)). However, in
accordance with the known tradition to separatdigation and validation stages in the
process of the executable model creation, it segraferable to refer testing of the
model in real or similar conditions to the stage v@lidation. On the contrary,
verification is usually referred to the earliergsta, so that its main objective is defined
as the early detection and blocking risks to vafidf end results and direct errors.

Moreover, early verification of descriptive modelssituations in some language may
not relate to underlying software implementatioalat

Typical for the development of verification techmé$ in many areas is that the
emphasis is placed on formal methods and on traefined criteria of conformity. The
approach to verification in cognitive mapping which developed by these authors
(Abramova (2010a), Abramova and Kovriga (2011)fedd from the tradition in that
the verification is regarded primarily as the hunaativity with the inevitable making
decisions by experts-verifiers. It is caused bycsp#y of human-induced risks and
direct errors in the case of complex and ill-swwetl situations with the high level of
abstraction and qualitative variables. These facbh@ar risks and errors not only from
composers of CMs and CM-based models of problenatsiins (first kind risks), but
also from developers of cognitive mapping technsg{second kind risks) which should
be identified by verifiers as well (Abramova (20@607), Abramova at al. (2009)).

In this work we restrict ourselves namely to thigecdial approach to verification with
criteria that are predetermined beforehand, putisige the more advanced verification
techniques mentioned in the introduction. But théega themselves to be described
below are largely the product of namely experieatexpert verification without of
predefined criteria (Abramova (2012)).

3. Verification of formal CMswith predefined qualitative criteria
3.1. Rationalefor the system of validity criteriafor CMsand their general features

The basic idea of the proposed criterial approaciverification of formal CMs is
language-oriented. Composing CMs is considered has ttanslation of human’s
substantive knowledge about a problem situatioo the mathematical language, and
reading CMs as the backward translation (interpicetawith the inevitable distorting
effect in both cases (Abramova (2007), Abramova Kadriga (2011) and earlier



publications). The matter is that in fact there &m® languages for knowledge
representation and understanding with close, butoincident semantics: intuitive and
mathematical (Fig.3).

( Formal cognitive map )

iz N

substantial
intuitive
understanding
of the map

formal
distorting effect semantics
of the map

Fig.3. Distorting effect between two understandiofja formalCM

Naturally, this idea applies not only to formal CM6&t to other schemes for formalized
knowledge representation including CLDs or SFDwel

If not to concern psychological, linguistic or pisbphical rationale for such distortions,
in short they are caused with at least two reas@msthe one hand, a subject area
specialist “sees” more than what is presented enntiathematical model. For example,
he sees a significant factor in the situation, jnst a variable. On the other hand, a
person tends to reduce the cognitive load in tha@time understanding. For example,
the understanding of a causal effect in accordavitte a truncated definition of the
semantics of the relationship between factorshior (or her) is simpler than complete
one. (We refer to opposition of the definitionstbé semantics of the polarity of the
influences widely discussed in system dynamics @wample, Richardson (1997),
Sterman (2000), Schaffernicht (2010)).

Vagueness and distortions of the substantive sehs®del constructs with regard to

their mathematical interpretation may cause thie eifsunreliable estimation of factor

influence intensities, especially for the lack atalfor such estimation. One of the risk
factors is incomplete understanding of mathemasealse of constructs by a problem
area specialist. Such incomplete understandingyiim creates the risk of inadequate
application of the chosen general formal model pauicular problem situation.

It may be assumed that the distortion between fbend intuitive understanding of a
dynamic model depends on the quality of formal leage and its intuitive clarity.

Besides, the distortion should increase with ineeem the level of abstraction of a
conceptual model of the situation.

The proposed language-oriented approach to veiditaof formal CMs (Abramova

(2011), Abramova and Kovriga (2011)) is based anitlea of protection against the
distorting effect of formalization due to the di#ece between intuitive and
mathematical language semantics.

For considerations given the general translatioeqaecy criterion was proposed for
CMs verification (Abramova (2007)). Today it is ilemented in the series of partial
criteria, reflecting the logic of composing CMs lwihe elementary language constructs
(Abramova and Kovriga (2008a), Abramova (2010b),rakbova et al. (2010),
Abramova and Kovriga (2011)).

10



The open system of partial validity criteria fordml CMs

The represented partial criteria of absence ofkriskvalidity of CMs and direct errors,
or shortlypartial validity criteria belong to the open system in which all the criteri
known to date support the general criterion foroadée translation of substantive
knowledge into some mathematical language and weesa. The system is
characterized with the following general features.

(i) With regard to capabilities of estimation oinformity, the criteria are not formal but
expertones. This means that decision on conformity ideray the expert composing a
formal CM or verifier carrying out control of forri@ation correctness with account of
knowledge not captured with formalizations. It mayolve not only the content of a
specific construct under verification, but also dsntext in the CM and even the
problem domain context.

(i) With regard to the representation form, thieecra areweakly formalizedwhen it is
possible. It means that criterid(Cj) is represented as a verbal template (scheme)
which, in the logic sense, is a predicate with fragableCj denoting a construct.

(iif) With regard to the scope, the criteria arereor less local, i.e. they mostly refer to
separate constructs of a CM starting with elemgraaes.

As elementary constructdactors-variables, direct causal links and bundée
considered. It is important that when talking aboomstruct of “factor-variable”, we
actually consider factors, not only as variablesisatypical, but as substantive entities
of the problem domain, denoted by concepts with esdimguistic risks. We also
emphasize that in the traditional descriptionsasfrfal CMs only factors and links are
usually considered as elementary constructs. Alaimicture is typical for describing
the semantics of the language system dynamics f{®omaht (2012)). With our
viewpoint, just nodes (together with independertdadynamics mode) determine the
behavioral semantic of dynamic models (whetherrdts¢ continuous, or mixed), and
the effect of risks in their description and undmgling on the validity of a CM as a
whole is essential (Abramova et al. (2011), Abram@2011)). (In our classification
these types of description and understanding ofaihguage semantics of language are
denoted as the edge-semantics and vertex-semeegjmsctively.)

Finally, when considering the links and bundles, lingt ourselves to the qualitative
aspects, without touching risks of the quantitaggéimation inherent in the functional
CMs.

3.2. Thebasic partial validity criteriafor functional CMs

The paragraph contains some partial qualitativedil criteria for verification of

functional CMs with rationale and examples. Theetia are described in the order of
increasing complexity of constructs to which theg applicable including those related
to a factor, to a link, to a bundle, to some commubconstructs, up to a map as a whole.

The criteria related to elementary constructs
* The criteria related to a factor

The criterion of normality of factor concept name(p) (Abramova and Kovriga
(2008a), Abramova et al. (2010), Abramova (201@bapplicable to any factgr or,
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more exactly, to the concept denoting a factor iBggmt for the situation in the
cognitive map of the situation. (In short, it i$ereed to as a factor concept.)

It is assumed that factor concept p is named imtrenal form if it may naturally be
interpreted (understood) both as a factor in subiseasense and as a variable taking on
values at a definite measuring or estimating sealtye mathematical sense.Kf (p) is

met for factorp its concept occurs to be “two-faced”, with one fégmed to subject
matter experts and the other one turned to matheara.

In the above example of map of cocaine use (Figogjtive examples with the criterion
satisfied are factors named as “drug usage”, “aseconomic hardship” and others,
which names are natural in such linguistic conteds'increase in drug usage”, “the
more is user economic hardship, the less...”. Negatkamples are the factors named
as “cartels” and “street gangs” which are not quiear as variables in similar contexts
(It is not clear whether it is about the quantiy,perhaps something else.)Even more
incomprehensible as variables are, for examplefatirs of “environment condition”,
“environment”, “federal regulators” (the lattertime context of evaluating the strength of
influence on the environment and population incgrfesd out in other published CMs.

Mismatch of concepp to criterion K_(p) may be interpreted as vagueness (insufficient

clearness) of substantive sense of the factor repect to the required mathematical
sense. On the logical arguments, such vaguenasmsgdered as a risk factor for the
final model validity which operates in the procedscomposing a model involving
vague concepts of factors. Its action actually hegin the qualitative level with adding
causal influences into the map and determiningr thelarity (sign). And it becomes
more obvious when determining the quantitative ipatars of the model. Recall that in
essence this process can be treated as transthiimitive understanding of a situation
into the mathematical language even if the composamap does not realize this fact.

If the mismatch of concemt to criterion K (p) is found out, it is desirable to clarify
the meaning op in the context of its relations in the map.

The criterion of context-freedom of factor concepime K, (p) (Abramova and

Kovriga (2008a), Abramova et al. (2010)) is a martr case of criteria of context-free

clarity of map constructs. Context-free clarityaomap (in particular, of each factor and
direct link) means that in order to read (undemd}angiven construct the subject matter
experts do not need any additional context frors minap.

A typical source of implicit contexts is conseceticharacter of a map development
process, when separate constructs of a map, imcydart concepts of factors, are

formed (i.e. identified and named) in the contexihe preceding ones. When reading a
map this order and its context are lost.

Criterion K, (p) is naturally to be checked with respect to themadly named factors,
I.e. to those satisfying criterid€.(p) .

In the map of fig. 2 characteristic examples of magches to criteriorK (p) are
concepts of factors named as “corruption” (13) ‘grdfits” (6).

They turn out disproportionately general, if comsetl free of the context of such
factors as “drug availability” (1).
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Such extra generality sometimes referred to asfimteing in linguistics, at least, it
creates a risk of washing out the actual meanirfgaibrs and influences (for example,
in case of influences 126, 12-13 “international police intervention”).

In more difficult cases erroneous conclusions alte@tsituation and its dynamics may
be the result. (See criterion for the absencelséfaansitivity below).

* The criteria related to a link

Unclear semantics of causal links in CLDs is welbWwn and, to some extent, it is
discussed as a source of risk in cognitive mappiraking into account extensive
discussion of this problem in the field of systeymamics, we restrict ourselves to only
the summary of results to ensure the validity afseh links. Our approach starts from
the concept ofognitive clarity(Abramova (2010b)). The concept of cognitive ¢iaof
some information, messages, descriptions, etc.ract&izes easiness of intuitive
understanding. The lack of cognitive clarity apgeahen a person has much ado,
hesitates trying to understand what has been saiditben. This can appear in observed
deceleration of understanding process.

In order to adapt the mathematical language ofvarngimodel of cognitive maps for
problem domain specialists and increase its cogndiarity, theorists and developers of
information technologies often create verbal débns and\or templates to translate
separate causal links in a map into the naturaguage, or in shortjnk translation
templatesThe link translation template is the verbal foratidn of the semantics of an
arbitrary link in a map that is specified by sutgion of particular names of factors
linked with direct influence for free variables thie template. Such kind templates are
more or less explicitly represented, for exampteMiaruyama (1963), Roberts (1976),
Abramova et al. (2010). In system dynamics, difiergolarity definitions are
formulated in a form which is naturally viewed atemplate or easily converted into it.
Here is just one case of the template commonly ursedgnitive mapping for a couple

of factors linked with the direct positive influen@l 0 T3> p2:

increase in<kname of factor 1>pther things being equatauses increase ikname of
factor 2>;
decrease irkname of factor 1>, othe¢hings being equatauses decrease wkname of
factor 2>.

In the context of translation adequacy we can spdake cognitive clarity from two
points of view. On the one hand, stereotyped mamrfielink understanding via a
template really assists intuitive cognitive clardf links. But on the other hand, with
regard to published templates and definitions faprink understanding, nowadays one
can see the tendency to oversimplification of gmaplates themselves for the sake of
their clarity to problem domain specialists. Howeeggnitive clarity of a mathematical
modelis often decreased for problem domain specialigte need to understand the
mathematical sense via verbal templates in ordest@ape negative distorting effects.
(In particular, we are talking about well-known opition of the “truncated” and “full”
definitions of polarity in system dynamics.)

Our main conclusions on the semantic templates sy are as follows.

 We agree with the conclusion of Schaffernicht (20flftat each definition each
definition (and hence each template) has its sboricgs.
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* Moreover, in terms of cognitive clarity of matheimat sense, none of the templates
cannot be good enough if the truth of an assedlmout the semantics of a particular
influence composed with the template is evaluatesl driginator or the map or a
verifier, without taking into account the contexXtabundle, which includes this link.
For example, the expression “other things beingaBgperceived simplified out of
context (and this is confirmed by experience).

» Based on practice, it is difficult to agree witlatlexperienced system dynamicists are
protected against errors in identifying the sentandif the causal influences modeled. In
this respect example from Maruyama (1963) i.e. Mryylama’s map describing city
pollution with garbage well known in scientific diature is didactic. The author
introduces the definition of the influence whichtbgay's norms refers to complete (not
truncated) definitions. However, in his exampler¢hes a positive influence (Fig. 4),
which does not meet this definition.

Rather, we can assume that inconsistent casualeindes found out by Richardson
(1997) refer to cognitive biases (as introducedbiineman and Tversky) when some
type of inconsistence is systematically not notibgé person.

. . Number of peple
<M1grat10n toa c1ty>— + »( in 2 city >

Fig. 4. A fragment of Maruyama’s map with the insstent casual influence

In Abramova et al. (2009) the hypothetical examisleconstructed with erroneous
recommendations to decision-makers inferred frora Maruyama's map due to
assigning formally correct sense to the given grilce (“Decrease in migration to a city
results in decrease of the number of people inyd) ci

* The criteria related to a bundle

To date, the criterion of (proportional) completeness ofluehces on the factor
Kz (p, B(p)) may be regarded as the most important for a buhdlas for a dependent

factorp with the set of all direct influences onB(p) (Abramova and Kovriga (2008a),
Abramova et al. (2010)). The criterion is met ifcarding to the expert’'s estimation,
there are no other factors of direct influence actdrp, besides those fro(p), which
have proportionally significant influence with redato other factors fronB(p). It is
assumed that there could be other factors influxgngj including unknown ones, but
their influence is comparatively negligible for taealysis carried out.

For CM of Fig.2 doubts about the (proportional) pbdeteness of the influences onto a
factor are in a greater or lesser extent justifeedall the factors except for the factors 7
(“user’'s economic hardship”) and 12 (“internatiopalice interdiction”) which appear
as conditionally independent in this CM.

However, the most obvious example is bundle (12})}that is factor 13 “Corruption”
with the only factor 12 *“international police intiction” on which it depends.
Incompleteness is obvious even if we consider tqaron due to drug availability” as
the name of factor 13 instead of “corruption” whih context free. It is doubtful
whether the absence of other significant factonsftdience on corruption. In particular,
factors which generate it. Accounting for only thiactor “international police
interdiction” which is deterrent could lead to im@rt administrative decisions in the
development of policies to fight against corruption
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The riskof missednfluencesin the case of non-compliance wihterion K;(p, B( p))

is quite obvious: in accordance with (1) it dissatie proportions of the aggregate effect
of all the commensurate effects on the factor, @apig if the force ofinfluencess non-
linear. Nevertheless, widespread is the point efwarticulated byCarvalho (2010):
“since the effect of each concept antecedent ispaddent from the effect of other
concept antecedents, it is possible to remove drcadcepts and links without having
to change the rest of the system”.

It is worth noting that the criterion of cause ifisiency proposed by Burns and Musa
(2001), is close to our criteriok(p, B(p)) , however we additionally consider the
balance of influences with regard to their impoce&anNote also that, as shown in the
psychological research by Dérner (1997), the erobimcompleteness are both typical
and significant.

One more criterion practically important for thenkie isthe criterion of additivity of
influences K,(p) . Practice and publications show that the multgiliee function,
rather than (1) often makes sense as a functiamflaence aggregation, without saying
about other monotonic functions. Nevertheless, lisaa additive function is taken by
default.

The criteria related to more complex constructs

The setof criteria related to more complex construtit® most actively applied in our
practice includes:

— criterion of absence of false transitivity of call influencesK, (S) (whereSis a
chain of two or more direct influences);

- criterion of absence of duplicating influencds,(Q) (where Q is a risky
configuration in which duplication of a direct inéince with indirect ones is possible).

The phenomenon of false transitivity in CMs and edime criteria associated with its
detection are presented and illustrated in thewotg section 4.

The criteriorK, (Q) is connected witlduplication of influencesvhich quite often takes

place in practice of composing CMs (Abramova (2Q1Gameans that the same, as a
matter of fact, influence is specified both dirgcind through indirect influence by
transitivity. Such duplication is risky in types 6Ms where separate influences on the
factor are summarized due to exaggeration of theefof an influence. (The same
influence is accounted twice). Moreover, duplicataf influences greatly complicates
human’s understanding of CMs and interpretatiosimiulation results.

In the map of cocaine use in Fig.2 there are a murabconfigurations which are risky
by formal indication. Some of them can be suretyitaited to the redundant influences
by the expert estimation. For example, the dineftiénce 13-6 duplicates the indirect
influence by transitivity 13>1—6 (the factors “corruption” (13), “drug availabyit(1)
and “profits” (6)). (Formal identification of riskgonfigurations in the CM of cocaine
use (Fig.2) is performed by our colleague R. Parjse

The criteria of completeness related to the wha@ m

At last, there are following more or less obvioupeartcriteria of completeness related
to the whole mapcriterion of presence of essential factors, dote of presence
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(completeness) of essential links, criterion of ptateness of target factors, criterion of
completeness of control factors, criterion of coetghess of the environmental
influences (Abramova (2010a). In all criteria oktlast group, as well as in case of
criterion K (p, B(p)), the proportional completeness is meant (whenriggdeads to

essential decrease of the model adequacy andtyalidi

4. False trangtivity of causal influences and some criteria of
detection

Under the false transitivity of causal influencle tauthors mean the situation when,
according to the expe—B (“Ais a reason oB”) and B- C, but-(A - C) instead

of A- C, expected according to the transitivity princigie.other words, essentially
does not depend (or partially depend) on A soAhiatnot an indirect reason &f

Situations with false transitivity, contradictindghet “common sense” and formal
semantics of CMs, have been discovered by the eutiiofirst in the chains of two

influences (Abramova and Kovriga (2008a, 2008h))this paper the phenomenon of
false transitivity is shown at the more complexesas

— false transitivity through long chains of influas (Abramova et al. (2010));
— false transitivity cycles.
The complex cases of false transitivity througlglohains of influences

The fragment of the applied CM with discovered maveplex case of false transitivity
through long chains of influences between facterpresented on Fig. 5. The map has
been created to analyze the problems connectednaittobusiness and drugs use in
country N which has transit narcotraffic on itgiteiry.

Presented fragment of the signed CM is added with indirect influence 0 11 3
and 10T 4 which “are logically deduced” from the chains ofredt influences

201- 4010, 501L 601HL ¢ and 10TH 301TH 50T 60Tk 4 accordingly the
transitivity axiom. (Indirect influences are shotwa dotted line).

Demand for narcotics
in Country N }\ Volume of narcotics import
\ﬂ into the Country N for home use T\Jr

false transitivity / . - .
throuch chain +_ (Receipts from narcobusiness Narcobusiness
]%ctors /\ in Country N +— attractiveness

+

4—_/

in Europe and Russia

Volume of narcotics import into
Demand for narcotics }/ the Country N for Transit

Fig. 5. Fragment of a real-life cognitive map ofgusituation with false transitivity

The mentioned indirect influencé&s] T 3 and10 T3 4 mean the following:
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an increase (decrease) demand for narcotics in Country bther things being equal,
causes an increase (decrease)vislume of narcotics import into the Country N for
transit;

an increase (decrease) @emand for narcotics in Europe and Russiler things being
equal,causes an increase (decreaseyaiume of narcotics import into the Country N
for home use.

However the direct estimation of presence of infes in pairs 23 and -4 for
substantive considerations says that actually oh gmir the factors are independent.
Thereby in both cases false transitivity takeslac

Substantially it is possible to explain the falsmnsitivity by the presence of risky (in
logic sense) combinations of causal influences e thain that generates it
(transitivity). In this case, in the chairs2—5—6—3 not any change in receipts from
narcobusiness in Country N (5), and therefore ircotausiness attractiveness (6) is
caused by change in volume of narcotics import theo Country N for home use (4),
and in the following influence-63 a change in narcobusiness attractiveness (6) not
necessarily changes volume of narcotics import thi® Country N for transit (3).
Therefore the given chain of factors does not nwaigatory indirect influence on all
chain, and more detailed analysis of influencegeiguired. In the second chain
1-3—-5—6—4 the situation is similar. (For brevity, we omitetsigns of influences.
The sign of the total indirect effect is estimalsdthe signs of direct influences in the
usual way.)

For revealing of risky fragments of CMsiterion of absence of false transitivity of
causal influencek, (S) is proposed. It is realized through a group ofge criteria,

applicable to links.

The analysis of fragments of CMs with false tramagit shows that their general feature
is presence of concepts of factors which appeavetalisproportionately general in
extension of concept comparatively to other faciarshe chain of direct influences.
However the presence of such concepts not alwags|éo false inferences through
transitivity, so we can talk only about risks thequire further analysis.

Earlier, authors found theriteria of factor concept extensions’ proportioial in
separate linkgAbramova and Kovriga (2008a,b)). In essence tleegeria meant a
search for new factor concepts which are more cbriiday, easier (for a practical
use) and more pragmatic criteria are found outclwtare based on formal logic. A
check with the criteria precedes a search for raoreect concepts.

One criterion from the groupy,(4, B) which seems to be the easiest and most useful
to reveal pairs of factor concepts, which creageribk of false transitivity of influences,

is considered. Its weakly formalized expressiorksoas follows

K,(4,B): Situations when the change in A does not causechiagge in B are
unknown(or insignificant for the situation considergd

whereA andB are the names of factgpg, p2, such thap;—ps..

Using the presented criterion an expert can easitierstand in the example considered
(Fig. 5), that, for example, the concept (5), “Rpteefrom narcobusiness in Country
N”, designating the influence receiver, is excessivits extension comparatively to the
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source of influence (4), “Volume of narcotics impmto the Country N” for home use

as far as the influence actually concerns onlyipggdrom narcobusiness in Country N
coming from home use. Similarly excessive in tleeitensions are the concept of the
factor (5) as the influence receiver comparatitely3) and concept of the factor (6) as
an influence source comparatively to (3) and (4).

From the applied point of view, significant aspeatsa problem of false transitivity of
causal influences when solving concrete practicablems, are the early recognition of
situations modeled by means of CM, that can bedabmeeason of false inferences, and
their diagnostics for decision-making on correctawreven, if the one is impossible, to
refusal from the technique chosen.

False transitivity cycles

The phenomenon of the false transitivity cycle inrCWl consists in that a single
influence (impulse) on one of factors, accordindgotmnal semantics of a CM, generates
the cyclic sequence of impulses formally deducedréysitivity from a structural cycle
of direct influences of factors. However, a probldomain expert does not recognize
such behavior “by transitivity” in the real situati modeled with a given CM.

False cycles of transitivity with different mechsmis of their occurrence are found out
by the authors of the given research and theieaglies in a number of research and
applied CMs that enables to assume the regularrenaili this phenomenon. It is
interesting, that such cycles of false transitidtg found out already in the elementary
structural cycles when two factors are directljkéid with each other by a feedback
cycle. It seems reasonable to consider such elamemtycles as the risk factors
demanding expert verification by criterion of comfoty of cyclic formal and modeled
actual behavior.

A relatively simple example of false cycles of saivity it is presented in Fig. 6 with
the fragment of the applied CM from a researchhefgroblem of complex safety of a
region. The proposed conception of safety is piteskin the form of structure of causal
influences between the complex factor 6 “social aoohomic safety of region” and its
components. (In the given fragment only two commobrfactors are shown: 13 “the
level of development of shadow economy” and 7 “egimlal conditions”.)
Social and economic
safety 06f region

7 J) \

e
The level of development +

of shadow economy ¢ Ecologlcal7cond|t|0ns

13

DAY b \... V4

Fig.6. The fragment of the CM of complex safetyaatgion.

According to the formal behavioral semantics offskimd CMs (with any assignment
of weights of individual influences in the CM), mgle external impact on any of the
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component factors should cause, by transitivityhaf influences (1) single change in
value of not only the central factor 6, “social awbnomic safety of region”, but also of
all its components, (2) cyclic processes of changsl factor values.

For example, an unsuccessful economic decisiomacstty increase of factor 13 in
respect of leaving from taxes would formally gemeraegradation of ecological
conditions (factor 7) with its subsequent cycli@ache (13-6«<7). It is no wonder if
such formal behavior is not recognized by experteatwmeans detection of false
transitivity cycles (6»13, 67, 6-...).

In this rather simple example the root cause ddefaransitivity is the mechanism
discussed earlier, i.e. excessive generality ofriteemediate concept of factor of social
and economic safety of region relative to conceptie component factors in chains of
influences 13-6—13, 7—6—7. It is easily found out with criteria of factoorcept
extensions’ proportionality in separate links.

5. Conclusion

A number of studies show that human-induced rigksvalidity of end results in
cognitive mapping of ill structured situation dynamare practically significant. Such
risks are caused both by cognitive complexity eestigated problem situations and by
features of modern CM languages. Comparison witltgsses of models construction
in system dynamics, with account of criticism ofdan system dynamics languages,
beginning from CLDs, as well as analysis of proessef their understanding and
mastering show that human-induced risk problemsystem dynamics and cognitive
mapping have related character.

In cognitive mapping two main problems are ideadfifor which it is proposed to use
different types of verification, and on the ways silving the problems it seems
reasonable to integrate the efforts on both fronts.

The main, more obvious direction is the early veation of specific models of
complex situations by means of predefined critebaginning from the stage of
qualitative modeling.

The aim is to reduce the first kind risks and dimcors, involved by decision-makers,
experts, analysts and composers of specific models.

According to our research the principal role oftsearly verification whether in system
dynamics or cognitive mapping is to identify risifsinconsistency with the semantics
of languages in the second level of formalizatistage of quantitative parameters
definition) in view of correction or even rejectioh the selected language (either some
CMs language or SFDs) if the relevant substantesgtures of the situation are not
expressible by its expressive means.

Further cross-fertilization in this direction is gsible through the formation of the
compatible family of practical validity criteria dnpractical evaluation of their
performance in the early stages of formalizatioathbin cognitive mapping and in
system dynamics. As the ground for such integrééedly of validity criteria could
serve validity tests and criteria proposed in thewn works on validation and
verification in system dynamics (Forrester and ®e(i®80), Burns and Musa (2001),
Barlas (1996) and others), along with the resulthis work.
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The second, less obvious direction of applying fieation to improve validity of
modeling stems from criticism of modern languagdsgaiacy for modeling complex
situations for solving applied problems. It can temard both in cognitive mapping
(Carvalho (2010), Abramova et al. (2009), Abram¢{2@11)) and in system dynamics
(Schaffernicht (2010)). More or less explicitly tbhbject of criticism turns to be the
quality of defining the semantics of modeling laagas by theorists whether it be
languages of cognitive mapping or of system dynaniidius the problems of modern
modeling languages development (Schaffernicht (2@b@ verification (Abramova et
al (2011)) are putted forward, with taking accoohtsemantic aspects. However, the
guestion of what should be “good” languages underrequirements of safe use and
conflicting requirements of cognitive clarity dissed in the paper is open, except for
separate proposals. Moreover, our first appealatmus branches of cognitive science
have shown that the question of how to system&tickvelop such languages is also
open. Interdisciplinary research is needed.

Even today it is clear that such studies shouldg$awt only on the available theoretical
knowledge and trends but also on the experiendeawiing and work of professionals
in the applied domains, including model verificatiand validation.

References

Abramova N., Avdeeva Z., Fedotov A. 2011. “An agmio to systematization of types
of formal cognitive maps”. Paper presented at tHe1BAC World Congress. Milan,
Italy, p. 14246-14252.

Abramova N., Kovriga S. 2011. “The expert approdchverification at cognitive
mapping of ill-structured situations” Paper presenat thel8th IFAC World Congress.
Milan, Italy, p. 1997-2002.

Abramova, N. 2006. “Asubject of intellectual activity under cognitive ntiml of
ambient intelligence”. Paper presented at the S#ClI Symposium on Automated
Systems Based on Human Skills and Knowledge. Ndfrayice, p. 73-78.

Abramova, N. 2007. “On the problem of risks duethe human factor in expert
methods and information technologie3éurnal of Control Science&:11-21, Moscow.

Abramova, N. 2010a. “Expert verification in formabgnitive map application.
Approaches and practices”, in Large-Scale Contydte&3n. Special issue “Network
Control Systems”, ed. D. Novikov, 30.1:371 — 41@d¥4ow, ICS RAS.

Abramova, N. 2010b. “About the verification problesh cognitive mapping of ill-
structured situations in the context of cognitiVarity and relativity principles”. Paper
presented at the 2(European Meeting on Cybernetics and Systems Résedienna,
p. 214-218.

Abramova, N. 2011. “On the semantics of cognitiv@siin the context of the problem
of formalization risks”. Paper presented at thelm¥ernational Conference “Cognitive
Analysis and Situation Control”. Moscow: InstitudeControl Sciences, p. 11-23.

Abramova, N. 2012. “Interdisciplinary approach tification in decision-making with
formal methods”, irHandbook on psychology of decision-making: newaiese eds.
K. Moore and N. Gonzalez. NY: Nova Science Pub Inc.

20



Abramova, N. and Kovriga, S. 2008a. “Some Valid@yiteria for Cognitive-Map-
Based Models”Journal of Control Science$: 23-33, Moscow.

Abramova, N. et al. 2010. “Subject-formal metho@dsdal on cognitive maps and the
problem of risk due to the human factor”,Gognitive Mapsed. K. Perusich. INTECH,
Vienna, p. 35-63.

Abramova, N., Kovriga, S. 2008b. “Cognitive approato decision-making in ill-
structured situation control and the problem okgis Paper presented at the IEEE
Conference on Human System Interaction, Krakowamhlp. 83—88.

Abramova, N., Kovriga, S., and Makarenko, D. 20@®@ne approach to analysis of
risks due to human factors in decision supportesyst for ill-structured situations”.
Paper presented at tt#nd International Conference. on Human System diotem
(IEEE). Catania, University of Catania, p.120-127.

Aguilar, J. 2005. “A survey about fuzzy cognitiveaps papers (invited paper)”,
International Journal of Computational Cognitio®(2): 27-33.

Avdeeva, Z., Kovriga, S. 2008. “Cognitive approactsimulation and control”. Paper
presented at the 17th IFAC World Congress (Plemmpers, Milestone reports &
Selected survey papers), Seoul, Korea, p.160-167.

Axelrod, R. 1976. “The cognitive mapping approachdecision making”, inThe
Structure of Decisioned. R. Axelrod. Princeton Univ. Press, Princeton.

Barlas, Y. 1996. “Formal aspects of model validithd validation in system dynamics”,
System Dynamics Revig2(3): 183-210.

Binder T. et al. 2004. “Developing system dynamit®dels from causal loop
diagrams”. Paper presented at the 22nd InterndtiQuaference of the System
Dynamics Society, Oxford, UK, 25-29 July 2004.

Burns, J., Musa, P. 2001. “Structural Validation @husal Loop Diagrams”. Paper
presented at the System dynamics society 19th aooogerence, Atlanta, Georgia, 23
— 27 July 2001.

Carvalho, J. 2010. “On the semantics and the useizzy cognitive maps in social
sciences”. Paper presented at the IEEE World Ceagre Computational Intelligence,
Barcelona, Spain, p. 2456-2461.

Carvalho, J. and Tomé, J. 2000. “Rule Based Fuzagniive Maps — Qualitative
Systems Dynamics”. Paper presented at the 19tinltienal conference of the North
American fuzzy information processing society. Atk

Carvalho, J. and Tomé, J. 2001. “Rule based fupgypitive maps Expressing Time in
Qualitative System Dynamics”. Paper presented et2001 FUZZ-IEEE, Melbourne,
Australia.

Coyle, G. and Exelby, D. 2000. “The validation afnamercial system dynamics
models”.System Dynamics Revie¥6 (1): 27-41.

Crescitelli, E. and Figueiredo, J. 2009. “Brand iggevolution: a system dynamics
model”. BAR. 6(2):101-117, Curitiba.

Dictionary of Military and Associated Tern05. US Department of Defense.

21



Doérner, D. 1997.The logic of failure: recognizing and avoiding err;m complex
situations Perseus Books Group, Massachusetts.

Eden, C. 1988. “Cognitive Mapping: a reviewEuropean Journal of Operational
Research36: 1-13.

Eden, C. and Ackermann, F. 2001. “SODA - the ppies”, in Rational analysis for a
problematic world eds. J. Rosenhead, J. Mingers. John Wiley and, &mchester, UK.

Ferrarini, A. 2011. “Some steps forward in semisgitative networks modelling”,
Network Biology2011, 1(1):72-78.

Forrester, J., and Senge, M. 1980. “Tests for mgld¢onfidence in system dynamics
models”, inSystem Dynami¢c®ds. A. Legasto, J. Forrester and J. Lyneis. Nevwk:
Elsevier North-Holland.

Giordano, R. et al. 2007. “An integration betweesgritive map and causal loop
diagram for knowledge structuring in river basinnagement.” Paper presented at the
first international conference on adaptive andgraéve water management CAIWA
12 — 15 November, 2007.

Howick, S. et al. 2008. “Building confidence in n&dsl for multiple audiences: the
modelling cascadeEuropean Journal of Operational Resear@éB6(3): 1068-1083.

Kim, D. 2000. “A simulation method of cognitive n&ip Paper presented at the 1st
International Conference on Systems Thinking in dgment. Australia.

Kosko, B. 1988. “Hidden patterns in combined ancpaide knowledge networks
international”.Journal of Approximate Reasonirg(4): 377-393.

Kwahk, K. and Kim, Y. (1999) “Supporting businesegess redesign using cognitive
maps”,Decision Support Systenb(2):155-178.

Maruyama, M. 1963. “The second cybernetics: demmimplifying mutual causal
processes’Amer. Sci.51:164-179.

McLucas A. 2002. “Improving causal mapping practicgng the system dynamics
‘front-end’ tool”. Paper presented at the 20th Hin&ional System Dynamics
Conference. The System Dynamics Society, Palertaly, August 2002.

Pala, O., Vennix, J., Kleijnen J. (1999). “Validatiin soft OR, hard OR and system
dynamics: a critical comparison and contributiorthe debate”. Paper presented at the
17th International Conference of The System DynanBociety. Wellington, New
Zealand.

Pefa, A., Sossa, H., and Gutiérrez, A. 2008. “daksawledge and reasoning by
cognitive maps: Pursuing a holistic approacimt. J. Elsevier, Expert Systems with
Applications,35(1-2): 2-18.

Richardson, G. 1997. “Problems in causal loop diagy revisited” System Dynamics
Review 13(3): 247-252.

Roberts, F. 1976a. “Commuter transportation ancetiexgy crisis”, infhe Structure of
Decision ed. R. Axelrod. Princeton Univ. Press, p. 142:179

Roberts, F. 1976IDiscrete mathematical models with applicationsdoial, biological
and environmental problemBrentice Hall, New Jersey.

22



Sargent, R. 2003. “Verification and validation ohalation models”. Paper presented at
the 35th Conference on Winter simulation: drivingavation. 2003. p 37 — 48.

Schaffernicht, M. 2007. “Causality and diagrams feystem dynamics”. Paper
presented at the 25th International ConferencheBlystem Dynamics Society, Boston,
p. 24-49.

Schaffernicht, M. 2010. “Causal loop diagrams betwetructure and behaviour: a
critical analysis of the relationship between pityarbehaviour and eventsSystems
Research and Behavioral Science Syst. Reblished online in Wiley InterScience.
DOI:10.1002/sres.1018.

Schaffernicht, M. 2012. “Causal loop diagrams betwetructure and behaviour: a
critical analysis of the relationship between pdyarbehaviour and events'System
Dynamics Review28(1): 46—68. Published online in Wiley Online laby. DOI:
10.1002/sdr.476.

Sterman, J. 2000Business dynamics systems thinking and modelinga foomplex
world. McGraw Hill.

Taber, R. 1991. “Knowledge processing with fuzzgrmiove maps”,Expert Systems
With Applications2:83-87.

23



