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Abstract

Research on learning via system-dynamics-basexditggenvironments depends on
accurate measurement of learning. Most such researtsiders at least two aspects of
learning, the participants’ understanding of thedels and problems, and the partici-
pants' performance in the environment, e.g., quafidecision making. The former,
understanding, is much more difficult to measusntthe latter, performance. Meas-
urement of understanding is often done by elicitiaghbal protocols from participants
about the problem situation (i.e., the underlyingded) and their planned solution strat-
egy (i.e., decisions). Coding and analysis of pgudints’ verbal protocols is very sub-
jective and time-consuming. To facilitate measunenaad analysis of understanding
via verbal protocols, we investigate the utilityao$oftware application which performs
such analysis automatically. We assess this autmha@atalysis methodology using data
from two different system-dynamics-based learnimgrenments and analyze how par-
ticipants’ understanding compares to experts, hmhanges over time, and how it cor-
relates with performance.




1 Introduction

Dynamic systems such as the economy of a countgugtion in companies, renew-
able resources or global warming are difficult tmlerstand and manage successfully
(Diehl & Sterman, 1995; Jensen & Brehmer, 2003sdan2005; Moxnes, 1998;
Moxnes, 2004; Paich & Sterman, 1993; Sterman, 188Iman, 2002 & 2007). One of
the primary goals of system dynamics is to improeeision making and problem solv-
ing in complex dynamic systems. In order to knovewlkve have improved decision
making or problem solving, we must have valid aglthble methods to assess how well
people do them. Such assessments usually focwgcoméasures of the people in-
volved (Rouwette, Groliler, & Vennix, 2004): thearfprmance, i.e., the results from
decision making (such as, a score on a gaminghlajiaand their understanding, i.e.,
the rules and mental operations that lead peopleeio decisions. Especially when a
strategy seems to yield promising results in tesf®erformance, it becomes essential
to know whether improved performance is due topgrson’s improved understanding
of the system or due to other reasons such asatréherror.

Our current work and this paper is part of the gmey literature in system dynamics
that seeks to assess system understanding orpelagile’s mental models, respectively
(Capelo & Dias, 2009; S. Cavaleri & Sterman, 199@yle, 1997; Jensen & Brehmer,
2003; Jensen, 2005; Huz, Andersen, Richardson, é&fBoyd, 1997; Spector,
Christensen, Sioutine, & McCormack, 2001).

A mental model is a representation of a thing, sd@amore generally an ideational
framework. Representations are widely viewed asnigea language-like syntax and a
compositional semantic (see Carruthers, 2000; F@&f¥3; Margolis & Laurence,
1999; Pinker, 1994; Strasser, in press). Mentaletspas types of representations, rely
on language and use symbolic pieces and procetkaewledge to construct a heuris-
tic for a situation (see Johnson-Laird, 1983; Sthnt®©94; Schnotz & Preuss, 1997,
Seel, 1991). Their purpose is heuristic reasonihighvleads to either intention, plan-
ning, behavior or to a reconstruction of cognifivecesses (see Piaget, 1976).

People construct mental models to match the behafimoth predictable and unpre-
dictable changes in the world in order to exerbister control and make the changes
more predictable. This also is a key aspect of nmroblem solving, including the
complex problem solving typical of most dynamicidem making tasks (Ceci & Ruiz,
1992; Jonassen, 2000; Just & Carpenter, 1976; @p2€06).

A re-representation is an external correlate tepaasentation. It may be constructed to
support learning (see Hanke, 2006) and for assedqsee Pirnay-Dummer, 2006;
Pirnay-Dummer, Ifenthaler, & Spector, 2010; Iferiéina2006; Ifenthaler, Masduki, &
Seel, 2009; Johnson, O'Connor, Spector, Ifenth&l@iynay-Dummer, 2006; Johnson
et al., 2009). We call those constructs re-reptasiens to illustrate that they are repre-
sentations of representations. For example, cagnmtiodels (such as a computer ani-
mation of a physical process) are re-represenwmtibmental models (a person’s mental
representation of the same physical process).

Verbal protocols play an important role in the @sg of exploring people’s reasoning

processes (e.g., Sterman, 2009). Verbal protocelparticularly suitable for character-
izing mental models as they closely approximateathg people naturally go about rep-
resenting their knowledge (Doyle, Radzicki, & Tre2808). Unfortunately, coding and




rating verbal protocols for the purpose of représgmmental models is extremely chal-
lenging as the persons doing the rating requireca ginderstanding of the phenomenon
under study. This makes it difficult to find moteh one suitable rater (Jensen, 2005),
especially when the phenomenon is one depicteddoyrgplex system-dynamics model.
Furthermore, coding and rating of verbal proto@uks subject to interpretation by the
raters (e.g., Sterman & Booth Sweeney, 2007) aadme consuming tasks. In short,
human coding and rating of verbal protocols is \dffycult for large datasets, such as
when many research participants produce them asagure of understanding in a deci-
sion-making or problem-solving activity. Thus, amtted or semi-automated coding
and analysis of verbal protocols would be a valeiabsearch tool for assessing people’s
understanding in dynamic decision making tasks.

In this paper we investigate such an automated/sisadf textual understanding data
(verbal protocols) and whether it can improve agsest in complex dynamic systems.
The particular automated analysis of textual untdading data is based on T-
MITOCAR (Pirnay-Dummer & Spector, 2008; Pirnay-Duemé Ifenthaler, 2010),
which stands for Text — Model Inspection Trace oh€epts and Relations. The soft-
ware is based on mental model theory (Seel, 1994 laes syntactic and semantic heu-
ristics to track associations of terms within ventianguage. As will be discussed more
in the methods section, there are several advastag#icit in the design of T-
MITOCAR. The texts that are used as input needeatoded prior to analysis. Also,
T-MITOCAR does not require any domain dependemjuistic or structural corpus to
analyze the texts. T-MITOCAR has shown to be stabtess domains and in many
different settings of learning (see Pirnay-Dumn2€06, 2007, 2008; Pirnay-Dummer
& Ifenthaler, 2010). Moreover, first studies indiedhat the T-MITOCAR models can
also be used to predict learning progression ome with surprisingly high correla-
tions (e.g., r=.99, see Schlomske & Pirnay-Dumrd@9). Also, considerable correla-
tions where found when the methodology was comp@rether language oriented as-
sessment strategies like Latent Semantic Analgsis Pirnay-Dummer & Walter,

2009).

The main purpose of the work reported here is thezdo test whether the automated
analysis is also valid for assessing understanalimpmplex dynamic problems. The
focus of understanding assessment in the systeandyga literature is mainly on the
evaluation of systems thinking skills (S. A. Cavied Thompson, 1996; Hopper &
Stave, 2008; Maani & Maharaj, 2001; Richmond, 19Kgza & Stave, 2009, Skaza &
Stave, 2010). In this paper we concentrate on atialyithe ability of learners to appro-
priately describe the problem situation and to axpa solution strategy for a dynamic
decision making task. The interpretation of sucécdptions applies systems thinking
characteristics. The first step, thus, is to autenti@ analysis of verbal protocols and
test how valid such analysis is for complex dynapmablems. Ultimately, a second
step would then further develop the automated amasuch that it can interpret a text
in systems thinking terms. In other words, the godhe long run would be to correlate
task specific descriptions with the specific systehinking characteristics represented
by them.

To investigate the validity of the automated anialyge use textual understanding data
from two experimental dynamic decision making teeskd compare the results of the

automated analysis to results generated by a manaélsis of understanding data. We
also analyze how participants’ understanding coegty experts, how it changes over




time, and how it correlates with performance. Weabaode with a theoretical and meth-
odological discussion of how an automated analysierbal protocols can help to
identify more clearly the misperceptions that lemduboptimal decisions.

2 Dynamic decision making tasks

The first task, the reindeer rangeland managenashkt(Moxnes, 2004) is based on a
relatively simple one-stock model. The system dyisarmodel underlying the second
task, the national development planning task (Kiogar, Alessi, Pedercini, &
Davidsen, 2009), contains five stocks and is thasensomplex. It should be empha-
sized, however, that even though the first taskam#g one stock and is comparatively
quite simple, learners usually fail to solve thekiaeven learners with experience in
system-dynamics modeling or natural resource manage(Moxnes, 1998, Moxnes,
2004).

2.1 Reindeer rangeland management task

The reindeer rangeland management task was dedetgpeloxnes, (2004). In this
task, participants play the role of sole ownera ofindeer herd. They take over the herd
and overgrazed rangeland from a previous owneraamdesponsible for setting the
reindeer herd size for each of 15 simulated ydzagicipants’ goal is to restore the
maximum sustainable herd size as quickly as passilthle instructions they receive (cf.
appendix 1) provide information about the graziaig rof the reindeer and a description
of lichen growth dynamics. Lichen is the sourcéoaid to support reindeer through the
winter and is therefore a limiting factor for theesof a herd. The instructions contain a 15-
year long historical record on lichen density agiddeer herd sizes. The simulation model
underlying the task contains one stock (lichen iti@nshich increases with lichen growth
and decreases with grazing (Figure 1). Lichen drasva convex and thus non linear func-
tion of lichen density.

Figure 1: Stock-flow model of the reindeer rangelamanagement task
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Data for the reindeer rangeland management taskcolested with 129 environmental
science undergraduate students at the Universiegfda in Las Vegas in the fall
2009. Students studied the instructions shown pea@ix 1 and were asked to explain
the problem they were faced with in this task angropose a strategy to solve the task.
They then had three decision making trials (attsiiptwhich they implemented their
strategy in a simulation. After the first trial thevere given the opportunity to modify
their explanations. They were given the same oppiyt once again after completing
all three decision making trials. The resultingadat used for the analysis in this paper
therefore consists of the participants’ textualdgsions (verbal protocols) for three
measurement time points (after instructions bubteeinteracting with the simulation
game, after trial 1, after interacting with the slation game) and the participants’ per-




formance data for decision making trials 1, 2, @nBerformance was measured by sub-
tracting actual lichen density from optimal lichéensity for the decision making period
of 15 years. In other words, the closer the lictiensity was to the optimal density, the
better their performance.

2.2 National development planning task

In the national development planning task (Kopaynsi al., 2009) participants play the
role of the prime minister in Blendia, a virtuabs8aharan African Nation which, at the
outset, is one of the poorest nations in the wigréd capita income of $300 per person
per year). Their task is to achieve and maintagnhiighest possible per capita income
over the relatively long period of 50 years (cfpapdix 2 for the complete instructions).
The prime minister has far reaching financial rexsailities and the absolute power to
make the following decisions:

* Investment in education (an explicit decision)
* Investment in health (an explicit decision)
* Investment in roads (an explicit decision)

* Borrowing to finance such investments (an impli@tision resulting from the
three previous ones and the nation’s available ét)dg

The simulation model used for the task (Figure€)ids the development of per capita
income over time as a consequence of reinforciog@mnic growth processes between
capital accumulation resulting from private sectevelopment, infrastructure (roads)
and human development (education and health). Tdreeynavailable for investments in
roads, education and health is generated througls @nd borrowing. Borrowing cre-
ates a deficit which accumulates debt over timerést payments on debt are deducted
from tax revenue so that the reinforcing debt aadation loop can counteract the rein-
forcing economic growth loops.




Figure 2: Stock-flow model of the national develepirplanning task
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Data for the national development planning task ediected with 34 introductory

level system dynamics students in the fall semedt2009. Students studied the in-
structions shown in appendix 2 and were asked ptagxthe problem they were faced
with in this task and to explain the strategy th&anned to use to solve the task. They
had two decision making trials in which they implated their strategy using a system-
dynamics based simulation game. After the secoaltley were given the opportunity
to modify their explanations. The resulting datasstd for the analysis in this paper
therefore consists of the participants’ textualcdigsions for two measurement time
points (before and after interacting with the siatigin game) and of performance data
for decision making trials 1 and 2. Performance magasured by subtracting per capita
interest payments from per capita income for thesiten making period of 50 years. In
other words, better performance was representdugher per-capita incomsot due to
borrowing, but due to true economic growth.

3 Method

The analysis of a participant’s textual descripiinrolves a comparison of the partici-
pant’s text with an expert text. This holds tru¢hbior the automated and the by-hand
analysis. Experts categorize problems more prggisgnaging to find the important
aspects that are relevant to a situation. Kleibh397) recognition primed decision mak-
ing model posits that experts do not chose amadegnaltives, but rather assess the na-
ture of the situation and, based on this assessissatt an action appropriate to it. The
first step in Klein’s recognition model is to cldgghe situation as typical or novel. To
recognize the situation, the decision maker idesti€ritical cues that mark the type of
situation and causal factors that explain whagajggening and what is going to happen.
Based on this, the expert sets plausible goalgemzkeds to selecting an appropriate
course of action.




An important first step in the analysis and comgaamiof participants’ mental models is
therefore to elicit experts’ understanding of tlyaamic decision making tasks used in
this paper. Eliciting expert understanding is cigselated to the idea analysis applied
in Jensen & Sawicka, 2006; and Booth Sweeney &&ter 2000, to the task analysis
step applied e.g., in Jensen & Brehmer, 2003 anskdg 2005, and to eliciting expert
conceptualizations of the problem space (Spec@@6R For both decision making
tasks a panel of experts wrote their own descgtiaf the problem situation and the
strategy to solve the problem. The expert textdisted in appendix 3.

3.1 Automated analysis with T-MITOCAR

T-MITOCAR is a software tool that uses natural laage expressions (instead of
graphical drawings by subjects) as input datatferre-representation, analysis and
comparison of mental models (Pirnay-Dummer & Spe@008; Pirnay-Dummer &
Ifenthaler, 2010). Such natural language expressao@ texts written by research par-
ticipants (subjects) as a result of some writirgk{&.g., the task of describing the prob-
lem situation underlying a decision making task #r&proposed strategy to solve the
decision making task.

Any text of sufficient length can be graphicallgwalized by the T-MITOCAR soft-
ware. T-MITOCAR tracks the association of concépim a text directly to a graph,
using a heuristic to do so. Closer relations tenloet presented more closely within a
text. This does not necessarily work within singg@tences, since syntax is more ex-
pressive and complex. But texts which contain 35More words can be used to gener-
ate associative networks as graphs from text acdltwulate structural and semantic
measures for the analysis and comparison of memddkls. The re-representation proc-
ess is carried out automatically in multiple congpuinguistic stages. The two basic
features of T-MITOCAR are:

* Re-representation of mental models through associatts of concepts and rela-
tionships found in and generated from a written.t€ke association net is the re-
sult of the re-representation process describeetail in section 3.1.1.

* Analysis and comparison of mental models in terfrth@r structural and semantic
characteristics. A subject’s text may be compaoeahty expert text, teacher text, or
any standard or model solutions for a task. Itse @ossible to track change over
time (if subjects write texts at several measurdrtiere points) or to measure se-
mantic and structural differences within or betwgewups or subjects. The struc-
tural, semantic and combined indices used for timeparison of mental models are
described in section 3.1.2.

3.1.1 Re-representation process and association nets

The re-representation of a mental model in the fofi@n association net is carried out

in different stages (Table 1). All of the stages antomated. Thus, the only data needed
Is a text written by a subject such as an expdeawmer, or a teacher. We illustrate the
re-representation process with experts’ textuatmesons of the optimal strategies for
solving the two dynamic decision making tasks idtroed in section 2.




Table 1: Re-representation process in T-MITOCAR

1 Preparing the text When text enters the system ources unknown to the software, it
most often contains characters which could distietre-
representation process. Thus, a specific charaetds expected. All
other characters and formatting code are deleted.

2 Tokenizing After preparation, the text is sptitd sentences and tokens. Tokens are
words, punctuation marks, quotation marks, andnso o

3 Tagging Only nouns and names should be partedfitial re-representation
graph. Tagging helps to find out which words aranmgor names.

4 Stemming Different inflexions of a word appeatyamnce in the re-representation

graph. Stemming reduces all words to their worchsteAll words in
the initial text and all words in the tagged lithouns and names are
stemmed before the re-representation.

5 Retrieving the most After tagging and stemming, the most frequent nstems (concepts)
frequent concepts are listed from the text.

6 Calculating the de- The degree of association between concepts islatddun several
gree of association steps:
between concepts 1. Calculation of the default length. For each sergghe words are

counted. The default length is the number of wamdbe longest
sentence within the text plus 1.

2. All retrieved concepts are paired, so that all fimdegairs of con-
cepts are in a list.

3. For each pair all sentences are investigatedelptir appears
within a sentence, the distance for the pair istiigmum number
of words between the terms of the pair within thetence. If at
least one term occurs more than one time in theegee, then the
lowest possible distance is taken.

4. If a pair does not appear in a sentence (trueibtsdy one concept
of the pair is in the text), then the distance Wélthe default length.

5. The sum of distances is determined for each pair.

6. The N pairs with the lowest sum of distances ackided in the re-
representation graph. N depends on the number afsxand sen-
tences within the text. The exact values can béralbed by the
software settings.

7. The algorithm automatically truncates the maximustashce for re-
representation. This prevents the algorithm fromegating random
pairs which do not really have any association evi@é within the

text.
7 Determining the After determining the degree of association betwmsErs of concepts,
weights the weights are calculated from the pair distand#sveights (0<w<

1) are linearly mapped so that 1 is the pair with lbwest sum of dis-
tances and 0 is the pair with the maximum sum sthdices.

8 De-stemming From the list of words and their stgmoduced in step 4 T-MITOCAR
searches for the inflection of the word that mostjfiently led to the
stem: If it was the plural then the plural is prese in the re-
representation graph.

9 List form (for an ex- T-MITOCAR constructs a table with the pairs of cepts, their sum of
ample see Table 2) distances, and their weights (association strength)

10  Association net (for The graphical output of the re-representation medgthe association
an example see Figure net that displays the most important concepts henl association
3) strengths on the basis of the list form.




Based on an expert’s verbal description of the leratsituation and of the optimal
strategy to solve the national development plantasg, i.e., the description of the
structure of the simulation model (see Figure 2) smme of the behavior this structure
gives rise to (detailed expert text in appendiXT3MITOCAR generates the list form
presented in Table 2.

Table 2: List form of the national development piag optimal strategy description

Concept 1 Concept 2 Distances Weight
education health 57 1

roads education 60 0.909091
roads health 60 0.909091
capita debt 66 0.727273
capita income 72 0.545455
roads investment 75 0.454545
capita interest 75 0.454545
education investment 75 0.454545
capita development 75 0.454545
health investment 75 0.454545
capita budget 75 0.454545
debt interest 75 0.454545
budget development 75 0.454545
interest payments 78 0.363636
capita payments 78 0.363636
debt payments 78 0.363636
investment environment 78 0.363636
capita deficit 81 0.272727
tax revenue 81 0.272727
capita borrowing 81 0.272727
roads environment 81 0.272727
roads levels 81 0.272727
roads years 81 0.272727
education environment 81 0.272727
education levels 81 0.272727
health environment 81 0.272727
health levels 81 0.272727
capita roads 81 0.272727

The pair distance values in Table 2 have no direxning. They depend on the longest
sentence of the text. Therefore, only the relatneasure of the weights is directly in-
terpretable as it represents the strength of astsmeibetween two concepts. The list
form is transformed into the association net (j@-¢sentation graph) shown in Figure 3.




Figure 3: Association net of the national developtr@anning optimal strategy de-
scription
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Figure 3 displays the main concepts and links uséle textual description of the op-
timal strategy for solving the national developmglainning task. The main concepts
are on the vertices (nodes) of the graph. The weigbm Table 2 re-appear on the

links between the main concepts and measure tloeiagen strength between two con-
cepts. Only the strongest associations are repebsanthe association net. In its de-
fault settings, T-MITOCAR displays up to 25 linkeiin the list form. Therefore, there
are two measures for the association strengthedirtks. The value outside the brackets
shows the weight from the list form. The secondigahside the brackets displays the
weight relative to what is actually visualized. T8teongest association will be 1 (“1”
meaning that this is the strongest available aatoaiin the graph) and the weakest
observation will be 0 (“0” meaning that this is thheakest among the strongest associa-
tions that made it into the graph).

The association net displayed in Figure 3 may bamitiar and thus less intuitive to
system dynamicists trained in the developmentafksand-flow diagrams. An associa-
tion net does not portray accumulations, feedbackd and the functional relationships
described in the equations of a system dynamicslation model. The main focus of
the association net in system dynamics terms th@mstructure underlying a complex
dynamic problem. Process-related aspects may lbeseied in concepts but the be-
havior arising from the structure is not visibléig'is, however, not the purpose of as-
sociation nets which focus on the degree of assorihetween concepts. Association
nets may be able to reveal parts of the underlggagoning heuristic when people make
decisions in complex dynamic environments. In #sults section of this paper we will
analyze some associative (mis-)conceptions ofwardynamic decision making tasks
and investigate to what degree different structanal semantic characteristics of asso-
ciation nets correlate with performance in dynadecision making tasks. Most impor-
tantly for the purpose of this paper, however, aission nets are the basis for the quan-
titative comparison of different texts.

10



3.1.2 Comparison of different texts and association nets

T-MITOCAR provides structural as well as semantgasures for comparing expert
and non-expert texts. Such comparisons are usefula respects:

1. They help identify misconceptions about the strrecand behavior of a complex
dynamic system. This can be used to increase #ialing of the simulator or
simulation based game for the purpose of learrsimge the structure of the
problem space must take the learner’s epistemiefbiBto account (see Seel,
2003).

2. They show a progression of understanding over (irae over multiple
measurement time points) as compared to an expgrdsrstanding. This is
essential if a learning environment should moratod evaluate the actual change
over time (see Ifenthaler & Seel, 2005).

In order to compare texts T-MITOCAR calculates gitative measures for structural
and semantic constructs. T-MITOCAR compares assogiaets on a graph theoretical
level. Of all the available graph theoretical measuseven of them have shown a stable
representation of different structural and semagtitstructs (Ifenthaler, 2006, 2008;
Pirnay-Dummer, 2006; Pirnay-Dummer, et al., 2010 measures are based on the
properties of the association net, i.e., on corscapt the links between them. The four
structural and three semantic measures are deimedPirnay-Dummer, et al. (2010)
and presented in Table 3.

Table 3: Structural and semantic measures usethi®guantitative comparison of texts

Measure Definition

Structure  surfacemeasure (see compares the number of concepts within two gralilisa sim-
Ifenthaler, 2008) ple and easy way to calculate values for surfacepexity
graphical matching compares the diameters of the spanning trees afrdphs and
measure (see is an indicator for the range of conceptual knogked
Ifenthaler, 2008)
density of vertices describes the quotient of concepts per conceptmwétiyraph.
measure (also often  Since both graphs which connect every concept alitthe
called ‘gamma other concepts (everything with everything) ancppsawhich

matchingmeasure”) only connect pairs of concepts can be considered weental
(Pirnay-Dummer, et models, a medium density is expected for most gearding
al., 2010) models.

structural matching compares the complete structures of two graphswitregard
measure (see Pirnay- to their content. This measure is necessary fdnglbtheses

Dummer & which make assumptions about general featuresuaftate
Ifenthaler, 2010) (e.g., assumptions which state that expert knovaeaslgtruc-
tured differently from novice knowledge).
Semantics concept matching compares the sets of concepts within a graph &ruohite the
measure (Pirnay- use of terms. It counts how many concepts are.alikies meas-
Dummer, et al., ure is especially important for different group®mgiing in the
2010) same domain (e.g., using the same textbook). éraenes dif-

ferences in language use between the models.
propositional match-  compares only fully identical propositions (concépk-
ing measure (see concept) between two graphs. It is a measure fantifying
Ifenthaler, 2008) semantic similarity between two graphs.

11



balanced semantic a measure which combines both propositional magcaind

matchingmeasure concept matching to control for the dependency fpoaposi-
(see Pirnay-Dummer tional matching on concept matching: Only if cortsempatch,
& Ifenthaler, 2010) then propositions may match. BSM balances this midgracy.

All structural measures quantify the comparisomieen the structures of written texts
and all semantic measures quantify the comparistimedexts’ semantics. However,
the measures quantify different things and canabsttute each other. The structural
measures show convergent correlations betweenatheh(between r=.48 and r=.79)
and so do the semantic measures (between r =.68=a8dl). The correlations between
the structural and the semantic measures are lameedivergent (between r = -.24 and
.36). The density of vertices (gamma) usually ssaeddne and only rarely correlates
with the other structural measures because it axtsdar a different feature of structure
(correlations between r=.37 and r=.38 with the p#teictural measures). Pirnay-
Dummer et al. (2010) provide a full validation sguddr the calculation of these correla-
tion coefficients. The validation study was coneualcivithN = 1,849,926 text compari-
sons in 13 different subject domains ranging frammon knowledge to scientific sub-
ject domains. Depending on the research questioterlying the comparison of mental
models, some comparison measures may be left auior& detailed overview of the
comparison measures is provided in the followinggeaphs. What every measure says
gualitatively depends highly on how the text hasrbassessed, e.g., as to whether the
compared entities have been assessed in a sindlaamd which task the assessment
was embedded in. As with any methodology, everbds comparison measure can
never level out an insufficient assessment. Tharsniodels assessed with T-
MITOCAR, the task needs to allow (and motivate)ghbjects to reflect on the given
domain within their writing. All comparison meassir@e conducted on graphs only,
and a graph G(VE) is a set of vertices (nhodes, conceptgjhat are connected by a set
of edges (links, relations).EANn edge connects two vertices.

3.1.2.1 Surface Matching

Within T-MITOCARSs analysis, nodes are the most fieat concepts within an ana-
lyzed text, while the vertices are the most frequgntactical associations between pair
wise concepts (Figure 4).

Figure 4: A vertex links two nodes that contain aepts

The surface measure compares the number of vettiaeare in a graph, to see how
large a text model is.
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Figure 5: Three different surface structures

A B C

Figure 5 shows 3 different surface structures. Grajmas a surface of 1 (1 vertex),
graph B has a surface of 4, and graph C has acsufa/. The content of the nodes
(concepts) does not play a part in this measurec&denow say that C is more complex
than B which is more complex than A on a first stipel level. The similarity index

for surface matching weights the differences betwe® surface measures. To calcu-
late a similarity index between B and C, we wikdahe frequencieg £ surface (B)

and § = surface (C) which will result in a similaritydex of

-1 _, 74
max(f,, f,) 7

B and C have the same number of concepts (whichevary be the same concepts) and
a considerable structural similarity.

=0,57

0

3.1.2.2 Graphical Matching

The graphical matching index takes the diametéh@kpanning tree of a given graph.
So, why is that and what does that mean? We sitirtle diameter. Between any two
concepts within a graph that are at least indiydstked to each other, there is a path.

Figure 6: Different diameters.
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See Figure 6: For graph A, it takes only one steget from C1 to C2 since there is

only one vertex. The same holds for graph D whenvaet to go from C1 to C2. How-
ever, it takes at least 3 steps to get from Cl@in@raph D: Ct> C2-> C5-> C6.
There is also a path that would take 4 steps, leuan® interested in tlehortestavail-

able path. Every pair of concepts that is direotlyndirectly connected within a graph
has such a shortest path. Pairs of concepts thatodrconnected do not count as can be
seen from graph E: There is no connection betwekear@ C6. The diameter of a graph
is the longest of the available shortest pathaudinout the graph. For graph A, this is
obviously 1, for graph D this is 3 as it is also §oaph E. If the graph has different un-
connected sub graphs, the longest of the shoratiss pan still be determined by the
sub graph that has the longest diameter: This demtigen counts as the diameter of the
whole graph. But we still need to explain the spagree. Diameters do have one con-
ceptual downside when it comes to cycles. And syttlat - among other things - re-
semble loops play an important role within knowledgructures throughout different
knowledge representations (Seel, 2003). Thus, weotlavant an algorithm that is sup-
posed to account for structure to yield half thenptexity value just because a graph is
or contains a cycle (a loop). On a level of thettvidf the graph we want the following
graphs (see Figure 7) to have the same compleaitev

Figure 7: A loop and a sequence that should hagesdtme conceptual width

& & DEEEE
(D

F G

The diameter alone would yield a 2 for graph F ardfor graph G within Figure 7
while they should at least resemble the same coutphalue, maybe in some cases F
would in fact be even more complex than G. Buthéeristic of graphical matching
cannot account for these content- and context-Bpeltiferences. A spanning tree (see
Kruskal, 1957) allows for a modification of any ghathat will account for that re-
quirement. First of all, a spanning tree is a staply of a given graph that contains no
cycles. It also connects every pair automatically wheir shortest paths if possible: It
finds an optimum for the distances throughout tfaph.
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Figure 8: Graph B is a spanning tree for graph C

C B

Figure 8 shows that B is a spanning tree of grapBuC why do we get rid of the cycles
that may exactly have an important meaning withenknowledge model-structure? We
do not apply the spanning tree on a descriptivel)Jdwt only to account for the above
mentioned problem that cycles would yield half toenplexity than sequences due to
the nature of the diameter measure. If we now ag@ydiameter of the spanning tree to
the graphs F and G, they are identical on the widtlex of the graphical matching
level; both now have a graphical width of 4 and-¢f@re yield a similarity of 1 for the
graphical matching:

-1 I

=1
max(f,, f,) 4

%=1

3.1.2.3 Structural Matching

Structural matching is the most complex measudetose from the graphs. It clearly
has its limits in terms of computability and candlonly feasibly be applied to small
and medium size graphs. T-MITOCAR generates graptisat range, as do most con-
cept mapping techniques when applied in experinheetiings or in the usual scope of
studies (see Al-Diban, 2002; Ifenthaler, 2006; dom O'Connor, Pirnay-Dummer, et
al., 2006; Pirnay-Dummer, 2006; Schvaneveldt, etl&85). At this point, only an ab-
breviated description of the algorithm can be piledi Please refer to Pirnay-Dummer
(2010) for a detailed description and empiricalitesof the structural comparison. We
start with three graphs that have the same sudageyraphical matching indices
(Figure 9; see Pirnay-Dummer, 2010, p. 239).
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Figure 9: Three graphs with the same surface arapgical matching indices.

H I

According to the first two structural indices dlfée graphs (H, I, J) are identical and
would yield a similarity of 1. However, they also dave structural differences that can
not only be derived back to visualization differeacThey have a different inner struc-
ture, which so far the two other indices do notoaiett for. Differences are easy to rec-
ognize by human viewers when the graph is visudjibat not as easily quantifiable.
Structural matching uses an analytical approadhisheutomatable. As a first step, a
graph is split into several different possible guéph-pieces. The resulting pieces are
not exclusive, so that the results become quiteptexreven for the simple graph |
(Figure 10).

Figure 10: Basic sub graphs and their frequenciéhiw graph | from Figure 9

I I 1.3

"@ :;' v e oo

1.5 1.6

Figure 10 shows the sub graphs and the frequenttyeofoccurrence as constructed by
the structural comparison measure. Essentiallyp fewery node, every possible path
through the graph is constructed as a sub grapFselsub graphs are called “traces”.
Cycles (loops) are treated in a special way. Orotleehand, as a stop criterion, path
reconstruction has to be halted once a node iggdssce. On the other hand, this
gives an opportunity to specially code a cyclehPaitre reconstructed from each mem-
ber of the cycle in the same way. Therefore theeramturs more often than in non-
cyclic structures, e.qg., in 1.4 within Figure 1Betbasic form occurs only twice but due
to the cycle it will be constructed for each memibess leaving f; = 23 = 6 traces of

the same basic form. The traces are usually natlred during analysis; they are in-
stead represented on strings (Table 4). Dependirtgeograph’s complexity, there can
be millions of possible traces.
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Table 4: String representation for the traces iagh | (Figure 10)

Sub graph Trace-String Frequency

1.1 1,2,1 4
1.2 2,2,2,2,-2 4
1.3 1,2,2,1 2
1.4 2,2,2,-2 6
1.5 1,3,2,2,-3 2
1.6. 3,2,3,2,-3 202=4
2,3,2,3,-2
s 22

Table 4 shows how the traces are representediogsstFor each node that the trace
passes, the string contains the number of vertareis graph theory terms: the degree)
that this node has as:

rv)=2

A whole string is then an ordered chain of degrees:
r(v)={1322-3

A complete cycle will be encoded with a “-* at tast node.

In order to retrieve all underlying basic shape@atically, the graph needs to be
processed in two steps. First, all paths that meettly available from the graph’s verti-
ces \{ need to be collected in a set for each possilitelpagth u:

n()=0Ur, ) ={{r322-3{123.}

i=lu=2
There is also a stop criterionas a maximum length (range) for the traces treatan-
structed. With that stop criterion the algorithnadees only on the basic traces and bal-
ances computability at the same time. Traces betlmatdange will not be constructed.
Once all directly accessible traces are constryataglicit traces are added. One of
these traces was already “illegally” illustratedHigure 10, 1.2: When the algorithm
traces through the graph, this shape will at ficgtoccur: There is no node configura-
tion that directly leads to {2,2,2,2,-2}, the orihaces that the algorithm will find are
{2,3,2,3,-2} twice and {3,2,3,2,-3} twice. Theremalso the underlying sub traces are
built, i.e., {2,2,2,2,-2}. This second procedurealeddowntrace The final set con-
tains all directly available sets plus all the plolesdowntraces thereof. To indicate that
a downtrace has been constructed, we write the tlaesas functiox on all the di-
rectly available traces:

= ()

Although the number of downtraces has shown toigfgyhselective between experts
and non-experts (see Pirnay-Dummer, 2010), itusilis not taken into account when
structural similarity is calculated. Once all dovates are available for two graphs, then

the Tversky Similarity Measure (Tversky, 1977) ipked to compare the two sets of
downtraces:
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Intersection and difference sets are both incotpdrandx andf can be used to bal-
ance the difference sets if the models of the grdyatdl been assessed in a completely
different way and would therefore yield unfair caamipons, e.g., when an expert had
more time than the subjects to create their expedel. However, we strongly suggest
to control for this on the methodological side wiregr possible and keepandf
equally weighted ae =3=.5. With all that at hand, the structural matchimdjces be-
tween the graphs H, I, and J from Figure 9 candbautated as shown in Table 5. The
structural matching index reveals the differencetsveen the graphs.

hé

Table 5: Structural matching measures between taplt H, |, and J from Figure 9

J I
H 0.71 0.32
0.47

(@

3.1.24 Gamma Matching

The gamma measure stands for an internal connexgedits raw value is simply calcu-
lated as a relative measure of links per concet itthus projects a density of vertices.
The procedure and reason is easily understanddi®da iustrated with the help of two
structurally weak models (Figure 11).

Figure 11: Two structurally weak models on a graph.

Graph K from Figure 11 shows only single pair wis&s, nothing is really intercon-
nected, whereas graph L just connects everythitiy evierything. The latter usually
yields higher plausibility, because untrained viessean always find their specific ideas
represented. Both represent the possible extresresch side. K has a raw value of 2
nodes per link (6 terms and 3 links), and L hasafr®4 (6 terms, 15 links). The top
raw value is always 2 but the bottom value depemdshe number of concepts. Thus,
the raw value Ris:
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n
——<R<2

20(n-2)

To produce a readable output, the raw value istigescaled ag between O (resem-
bling the bottom value) and 1 (resembling the talue, i.e., 2). Several studies showed
that expert models seem to have a gamma valu@ohdy = 0.35 (Pirnay-Dummer,
2006). However, also in these studies, the gamrhee wveas not very selective between
experts and non-experts. A final conclusion abbetquantifying discriminatory power
of the gamma matching is still a pending reseatsstion. After retrieving the individ-
ual values for gamma, its matching index betweemdvaphs can be calculated as:

- |f1_f2| =1_1_O=
max(f,, f,) 1

0

Of course, for the example graphs in Figure 11yakls no similarity and a gamma
matching of 0.

3.1.2.5 Concept Matching

Concepts within a graph are semantically represdoyeconcrete terms. A term does
not necessarily constitute the presence of a campegse. A term can be an instance of
a concept. However, once a term is embedded frélgurra similar way into its neigh-
boring web, it is likely that the term fills a caqt. Due to its embeddings we heuristi-
cally assume, that if a term that converges imtetahat has sufficient stability (fre-
qguency) then it would also resemble a concept. Ganmatching is the first semantic
measure. Semantic measures look at the contempipased to the structural measures
that look at how the graph is structurally compogesithe name suggests, the first
measure aims at the concepts that are used withiode|.

Figure 12: Two different concept maps from music.

Composer Beethoven -
Composer
Beethoven achmaninoff
Rachmaninoff

i

Figure 12 shows two graphical models that represiemtar aspects from music. Both
contain two specific composers and focus on thaeation of two of their symphonies,
namely Rachmaninoff’s fate theme that is composed \aariation on a theme from
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Beethoven’s 8 symphony. M is more hierarchical and points oetsmphonies as a
central concept. It has the fate theme but leav@sean as to which musical piece this
belongs to. N focuses on the variation technique @emmon composing method, thus
also showing that the fate theme is a variatioamother symphonies theme. We leave
the interpretation as to which model should be ctemed more expert-like to the ex-
perts themselves, consider them both as diffeeamhers’ models, and look into the
language use, particularly the use of conceptsdmtviboth text models. The matching
concepts are already marked in both graphs. We &ae¢ that matches (7 concepts)
and two difference sets (1 concept in model M ardriepts in model N) for each
graph. Again, Tverksy-Similarity is used to caldaléhe concept matching measure:

f (v, nvy) _ 7 _
fvy nvy)+af(v, —-vy)+B0F(v -v,) 7+50+502

S = 82
As for structural matching andf can be used to balance the difference sets, hirt ag
we recommend to control for this already by theeassient methods and leave the two

at .5 each. In our case, N and M match as regheiisdoncepts with a similarity of
$=.82.

3.1.2.6 Propositional Matching

A real proposition needs to specify its predicatg tonnects two concepts. To that end
the propositional matching does not use full pragss. It heuristically assumes that if
two concepts are stably connected that there istarent reason for this association.
Thus, propositional matching can be calculated wittvithout knowing the annotations
at the links, e.g., equations, causal directionsjerarchical functions. Propositional
matching does something similar to concept matcHhtrgpunts the match of the edges
(links, relations) between two graphs. We use #mesgraph as for concept matching,
but with a different focus to illustrate the meas(Figure 13).

Figure 13: Different propositions match betweentihe graphs N and M.

Composer
Rachmaninoff
Rachmaninoff

Beethoven

7 propositions match between graph N and M (Fid@®)e M has 3 propositions that do
not match (difference set) and N has 4. Again, SkagSimilarity is calculated to de-
termine the propositional matching measure.
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The concepts may be very well aligned and the nsotkely have semantic similarities
on the propositions. However, we also see that éineyabout something else in some
details of the models.

3.1.2.7 Balanced Semantic Matching

This measure uses a combination of concept mat@mdgropositional matching to
balance for a specific dependency between bothrsgmmaeasures. It is however not an
aggregation of them and should not be misintergrgt¢hat way. Propositional match-
ing is dependent on concept matching: Only if cpteenatch then also propositions
can match. The more concepts match, the more ptapessmaymatch. But proposi-
tions obviously do not automatically match only &ese the concepts do. Sometimes
this dependency is hard to interpret from the fingi semantic measures alone, espe-
cially when individual comparisons are aggregatiiavise (e.g., within group
means). Balanced semantic matching accounts fd#pendency by dividing proposi-
tional matching by concept matching, except if baaepts match then also balanced
semantic matching is O.

%.>0 67
Sosm= S/' =—=81

0,else

Thus, the balanced semantic matching value betteegraphs N and M is s = .81.

3.2 Manual analysis

The purpose of the manual analysis was to validtet@utomated analysis with T-
MITOCAR for the application to complex dynamic pkeims. We only compared the

two analysis methods for the national developméarirpng task as a manual analysis

of the verbal descriptions of the 129 subjecthareindeer rangeland management task
was virtually impossible.

Subjects’ understanding was assessed using thaanseabout their description of the
problem situation and the proposed solution stsatetyich had been asked both before
and after using the simulation. The responsesestiinjects were printed on one side of
an index card and their subject number was oneberse side to enable blind scoring.
A scoring protocol was devised that roughly assessabjects’ understanding of detail
complexity and dynamic complexity (Senge, 1990)abeomplexity represents the
amount of content and can be measured for exalmplie number of variables or con-
cepts and the number of links between them. Dynawomaplexity refers to the presence
of feedback thinking and appreciation of other imi@ot system dynamic concepts such
as delays and nonlinearities. The scoring protae@rded a number of points to these
elements with the maximum number of points deteechiby the expert text.

In the expert text, we identified 16 relationshiggetween important variables. An exam-
ple of such a relationship is that per capita ineaapends on capital and total factor
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productivity. Subjects received one point for eatthose relationships that they identi-
fied, the maximum being 16.

To measure subjects’ understanding of stock amvd Wariables and their interactions,
points were assigned if subjects were able to ithfercharacteristics of successful in-
vestment strategies. In total we coded the veréstriptions for a maximum of 6 such
characteristics. Subjects received one point if tthescription included the concept of
balancing education, health and roads (recogndfaron-linearities). They received
one point each if their description included ediscaaind roads requiring early invest-
ment and health requiring a somewhat delayed imast (recognition of stock vari-
ables with different delays in their inflows). Fllyathey received one point each if they
included the notion that borrowing early was impattand that, at a later time, debt
should begin to be paid off (recognition of stockl dlow variables, and understanding
how these variables interact to produce an increaaedecrease in the stock). The scor-
ing was fairly liberal, that is, any phrase sugmesthey understood these key concepts
was awarded a point.

4 Results

The comparison of subjects’ verbal descriptionthefproblem situation and their in-
tended strategy to solve a dynamic decision maldsk and the expert descriptions
helps revealing misperceptions of structure-behaeiationships in the decision mak-
ing task (section 4.1). If subject texts are avdddor several measurement time points
during the decision making task (e.g., before, &hihd after interacting with a simula-
tor or a simulation based game) a progression pfaned understanding over time (us-
ing an expert’'s understanding as a standard) camndweded. Similarly, the differences
in understanding between different experimentabtldens (e.g., experimental and con-
trol group) can be analyzed (section 4.2). Verlesicdptions of a problem situation and
the intended strategy to solve the problem cantascompared to the performance
measures recorded during the decision making t\dith such comparisons, the rela-
tionships between elements of understanding arfdrpeince can be analyzed (section
4.3). For the national development planning taskaise compare the results from the
automated and the manual analysis methods to ggighit into the validity of the auto-
mated analysis in the context of dynamic decisi@king tasks.

The vast majority of the subjects in the natior@lelopment planning tasks were
students for whom English is a second languageir pheblem and strategy
descriptions were, to different degrees, lexicalgrammatically incorrect or confusing
for the automated scoring program. After an iniéidémpt at completely automated
analysis, we filtered and fixed the protocols bydharlhis could be done fairly
objectively and thus should not distort the restts the national development
planning task we analyzed the data both for a kxuert text and for a shorter expert
text that contained less technical jargon and ardymmarized description of the
problem situation and solution strategy (see appe3)d We only report on results with
the long expert text as the results for the lond) slmort expert texts were the same.
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4.1 Comparing non-expert to expert texts

4.1.1 Automated analysis

For a quantitative comparison of subject and exjests T-MITOCAR automatically
generates association nets and calculates théwstaland semantic indices described in
the methods section. From 377 descriptions of tbblpm situation and the proposed
strategy to solve the reindeer rangeland managetasB65 could be automatically
represented as an association net. The 12 textsatla not be represented as associa-
tion nets were too short for T-MITOCAR to analyreai meaningful way. All of the 78
descriptions of the problem situation and the pseglostrategy to solve the national
development planning task could be automaticallyegented as an association net.

Table 6 contains the comparison measures that T&MIAR calculated for the two
dynamic decision making tasks. The measures irelibat similarity between the aver-
age subject and the expert for texts provided bystibjects after reading the instruc-
tions but before interacting with any computer dation tools. A value of 1 for any of
the indices in the table would indicate that thiejsct text is equal to the expert text for
a specific structural or semantic characteristic.

Table 6: Structural and semantic indices betweenetkpert’s and the subjects’ strategy
description in the two dynamic decision making sask

Reindeer rangeland man- National development

agement task planning task

Index Similarity, mean (SD) Similarity, mean (SD)
Structure Surface Matching 0.51 (0.26) 0.23 (0.07)

Graphical Matching 0.66 (0.22) 0.40 (0.13)

Structural Matching 0.58 (0.31) 0.20 (0.16)

Gamma Matching 0.62 (0.24) 0.50 (0.36)
Semantics  Concept Matching 0.38 (0.13) 0.31 (0.09)

Propositional Matching 0.14 (0.10) 0.11 (0.07)

Balanced Semantic Matching 0.38 (0.96) 0.76 (0.51)

Table 6 indicates that for both decision makindgisashe structure of the subjects’ texts
is closer to that of the experts than is the seitmpf the texts. As the overall structural
similarities are high, this may be interpretedrasdicator that the method of reasoning
may point in the right direction. As the semantroitarities are low, it might however
be that the subjects focus on irrelevant featuféiseoproblem situation and the solution
strategy. Low semantic similarities indicate thajects use different concepts and dif-
ferent propositions than the expert text. Individiuebject association nets for the rein-
deer rangeland management task, for example, nmetfgorelevant stock (lichen) but
fail to mention the flows that change the stoathdin growth and grazing (consump-
tion) by the reindeer. The failure to pay attentiothe flows makes it difficult for sub-
jects to make effective decisions.

Cronbach’s standardized alpha reliability was61 (.73) between the three semantic
measures and=.89 (.90) between the structural measures forgimeleer rangeland
management task (national development planning.tasle reliability measures indi-
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cate the degree to which T-MITOCAR is able to gateestable results. The measures
are slightly lower than in general validation sesl(e.g., Pirnay-Dummer & Ifenthaler,
2010) which implies a moderate effect that is dpetd dynamic decision making
tasks.

4.1.2 Manual analysis

Table 7 lists the relationships and characteristicaiccessful strategies described in the
expert text for the national development plannamgkt The last column of the table in-
dicates the number of times these relationshigharacteristics were mentioned in the
subject texts.

Table 7: Frequency of relationships and charact&ssof successful strategies de-
scribed in the subject texts for the national depeient planning task

relationships goal: max. pc income-interest payments 13
pc income = f(capital, TFP) 10
capital increases with investment 2
investment increases with pc income 1
investment increases with education 10
investment increases with health 10
investment increases with roads 10
PM can regulate resource expenditure 16
available budget =tax revenue-interest payments 5
tax revenue = pc income * tax rate 16
deficit when desired > available budget 2
surplus when desired < available budget 1
deficit leads to borrowing 9
borrowing leads to debt 14
debt leads to interest payments 13
surplus leads to paying down 3

strategy balance resources 3
education early 13
roads early 12
health later 4
borrow early 13
pay down later 3

Table 7 illustrates that a high number of subjease able to identify the key stocks in
the system (capital, education, health, roads dad). While they are able to see the
capital stock (“pc income =f(capital, total facpmoductivity)” relationship) they fail to
mention the inflow (capital increases with investtf)eSimilarly, many subjects de-
scribe the debt stock and that it increases withomong. Only very few, however, are
also able to describe the outflow that can decrdasstock (that is, the “surplus leads
to paying down” relationship).

Only one subject is able to close the private sedgwelopment loop between capital,
pc income, investment and capital. Also, very felwjects describe the budget mecha-
nisms correctly (that is, the “deficit when desiredvailable budget” and the “surplus
when desired < available budget” relationships).
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The missing focus on the flows is confirmed in descriptions of the characteristics of
successful strategies. Many subjects realize kiegt heed to finance the important early
investments in education (because of the long flelag roads (because of the rather
immediate impact on growth) through borrowing. Hoes only very few subjects
mention the importance of paying down debt lateavtoid exponentially growing inter-
est payments on debt.

The majority of subjects fail to recognize the imtpace of the non-linearities in the
system, with only 3 subjects mentioning that thre¢tresources (education, health and
roads) need to be balanced for maximum growth laadas a result, investment in
health must be increased a bit after investmemeases in education and roads.

4.2 Comparing texts over time and across groups

4.2.1 Automated analysis

Table 8 lists the means for the structural and séimandices at three different meas-
urement time points (before, while and after intérg with the simulation tools) and
for two experimental treatments (control group,esxpental group using a beneficial
learning strategy) for the reindeer rangeland memagt task. None of the differences
between the measurement time points and treatrasntatistically significant, indi-
cating that understanding did not increase ovee timdue to a specific experimental
condition.

Table 8: Structural and semantic indices (meansyben the expert’s and the subjects’
problem and strategy description for the treatmemtd the measurement time points in
the reindeer rangeland management task

MTP.1 MTP.2 MTP.3
Index Ctr Exp Ctr Exp Crt Exp
Structure Surface Matching 0.60 0.60  0.60 0.60 0.62 0.59
Graphical Matching 0.72 0.71  0.68 0.71 0.69 0.72
Structural Matching 0.63 0.63 0.64 0.60 0.64 0.60
Gamma Matching 0.61 0.62 0.59 0.61 0.60 0.63
Semantics  Concept Matching 0.38 0.39 0.40 0.40 0.41 0.41
Propositional Matching 0.14 0.16  0.15 0.16 0.15 0.16
Balanced Semantic 0.25 0.40 0.24 0.34 0.23 0.37

Matching

Ctr = Control Group; Exp = Experimental Group; MTRIeasurement Time Point

In the case of the national development plannisl there were also no significant dif-
ferences in the indices between the measuremeatpgoimts (MTP; before and after
interacting with simulation tools). However, thesués displayed in Table 9 show sig-
nificant differences between the control group tredexperimental group for the struc-
tural indices. The experimental group has highmilarity indices than the control
group. However, the two groups already differ atfirst measurement time point, i.e.,
right after studying the instructions to the task lbefore interacting with the simula-
tion. The better indices for the experimental groap therefore not entirely be ex-
plained by the beneficial instructional strategy.
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Table 9: Structural and semantic indices (meansyben the expert’s and the subjects’
strategy description for the treatments and the sueament time points in the national
development planning task

MTP1 MTP2

Index Ctr Exp sig. Ctr Exp sig.
Structure Surface Matching 0.38 0.40 * 0.34 0.40 *

Graphical Matching 0.56 0.61 ** 0.64 0.58 *

Structural Matching 0.44 0.53 * 0.43 0.54 *

Gamma Matching 0.63 0.57 0.64 0.53
Semantics  Concept Matching 0.28 0.33 0.29 0.34

Propositional Matching 0.09 0.06 0.09 0.06

Balanced Semantic 0.18 0.37 0.17 0.41

Matching

Ctr = Control Group; Exp = Experimental Group; MTRIeasurement Time Point; sig. = significance
* significant at .1; ** significant at .05; *** sigificant at .001

According to Table 9 the experimental subjects wssmnificantly higher number of
concepts in their textual descriptions than therobisubjects (surface matching), the
range of the concepts was significantly largergbreal matching) and the entire struc-
ture of their association nets is significantlysgoto the structure of the expert text
(structural matching). It is interesting to notattthe similarity in the case of the surface
and the graphical matching decline slightly aftéeracting with the simulation tools
(indices at measurement time point 2 (MTP2) < iadiMTP1). The changes are, how-
ever, not statistically significant. The values floe structural matching increase from
measurement time point one to measurement time fwotwo indicating a shift to-
wards a more expert structure of the text.

4.2.2 Manual analysis

Table 10 lists the mean number of relationshipsdnadtacteristics of successful plan-
ning strategies described by the subjects of thiemal development planning task.
Similar to the automated analysis the table diffeedes between measurement time
points (before and after interacting with the siatian tool) and two experimental con-
ditions.

Table 10: Number of relationships and charactecsif successful planning strategies
for the treatments and the measurement time poiritee national development plan-
ning task

MTP.1 MTP.2

Ctr Exp sig. Ctr Exp sig.
Relationships 3.9 4.1 3.9 4.3
Strategy 0.9 1.8 *x 0.9 2.1 Fohk

Ctr = Control Group; Exp = Experimental Group; MTRIeasurement Time Point; sig. = significance
* significant at .1; ** significant at .05; *** sigificant at .001

The two experimental conditions as well as the mme@asurement time points are not
different in terms of the mean number of relatiopshilescribed in the subject texts.
The experimental conditions, however, have sigarfidifferences in the number of
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characteristics of effective or successful stratgghs is the case in the automated
analysis, the experimental group is already béttn the control group at measurement
time point one, i.e., right after studying the rastions for the task. The differences
between the two groups become bigger at measureémenpoint two where the ex-
perimental group describes even more characteyigtisuccessful strategies.

4.3 Understanding of and performance in dynamic decisio
making tasks

The performance results of the reindeer managetaskidid not show significant dif-
ferences for the measurement time points or exgeriah conditions (experimental ver-
sus control group). We were also not able to deteygtsignificant relationships be-
tween the structure and semantic measures andparice in the three decision mak-
ing trials.

Table 11 lists the correlation coefficients betwperformance in the national develop-
ment planning task (value of per capita income miper capita interest payments on
debt) and the seven understanding measures gahbsaleMITOCAR. Figure 14 il-
lustrates graphically (to emphasize changes) theldement of the correlation between
performance and the understanding measures (Siyitaeasures) over time.

Table 11: Correlation coefficients between perfonce@and understanding measures in
the national development planning task

Structure Semantics

Balanced
Surface Graphical Structural Gamma Concept Propositional Semantic
Year Matching Matching Matching Matching Matching Matching Matching

Trial1 2015 -0.11 -0.09 -0.04 0.18 -0.01 -0.16 -0.07
2020 -0.13 -0.13 -0.08 0.13 0.01 -0.14 -0.05
2025 -0.10 -0.08 -0.04 0.08 0.03 -0.11 -0.03
2030 0.07 0.11 0.11 0.17 0.11 0.04 0.05
2035 0.20 0.24 0.22 0.21 0.15 0.13 0.08
2040 0.26 0.31 0.27 0.22 0.16 0.17 0.09
2045 0.28 0.33 0.29 0.23 0.17 0.19 0.10
2050 0.29 0.35 0.30 0.23 0.17 0.20 0.10
2055 0.29 0.35 0.30 0.23 0.17 0.20 0.10
2060 0.29 0.35 0.30 0.23 0.17 0.20 0.10
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Figure 14: Performance similarity fit for the natial development planning task
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In game rounds

Figure 14 shows the convergence of the correlatetween the performance measures
(in-game-performance-measures IGPM) and the siityilareasures (s) over time dur-
ing the first trial. *** indicate correlations thate statistically significant, p<.001). The
“in game rounds” label of the x axis denotes theetin the simulation model with 1
representing the year 2015 and 10 the year 2069 cdirelation coefficients increase
over time. The more similar a subject text becomiéls respect to the expert text (i.e.,
the higher its similarity measure) the better peniance becomes at the end of the
game. From this we can conclude that the text gesmns (represented by the under-
standing or similarity measures) can explain thégp@mance measures better over time.
Both structural and semantic measures converdetpdgrformance measures and can
more stably explain the resulting performance.dnegal, the structural measures show
higher correlation coefficients than the semantasures. Understanding of different
aspects of the structure of the complex dynamiblpro therefore determines perform-
ance more than understanding of entire proposiijomscept-link-concept) does.

5 Discussion

In our ongoing research on learning in system-dyosimased learning environments,
evaluating and improving such systems depends faseon our ability to measure the
learners’ outcomes. Those outcomes are of two weggories: learners’ performance
within the environment (to what extent they makeisiens which result in beneficial
simulation results) and learners’ understandingutat extent they correctly compre-
hend the nature of the underlying simulation mauhel the principles for effectively
managing the simulation model). Measuring perforceanithin the learning environ-
ment is relatively straightforward. Measuring urslanding, which is inside the learn-
ers’ heads, is much more difficult. In previous Wware have used the traditional
method of asking learners to write statements d®@agrtheir understanding and think-
ing processes. Those verbal protocols are thelyathby human raters who search for
statements in the protocols which reflect eithesdyor poor understanding and good or
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poor thinking, such as a strategy for managingstimilation. Such analysis must be
done very systematically and objectively, for exéampy raters being blind to the ex-
perimental conditions represented by particulatquals. Such “by hand” analysis is
difficult and time-consuming, and their own validissues are hidden by their meth-
odological nature: Even a sufficiently availablgembivity does not necessarily lead to
validity. This study subjected data from researattipipants to an automated analysis
(T-MITOCAR) which compares learners’ protocols #pert protocols, and did so
across time (to assess learners’ improvement) atvdelen experimental conditions (to
assess the relative effectiveness of differentuicsibnal strategies within a system dy-
namics based learning environment).

Our main research goal was to evaluate the valimbitywveen the manual and the auto-
mated quantitative method for assessing understgndidynamic decision making
tasks. Our past work, using manual analysis ofalgstotocols, has demonstrated sig-
nificant differences in understanding between leeguising beneficial learning strate-
gies (preliminary behavior exploration) and leasneot using such strategies
(Kopainsky & Sawicka, accepted; Kopainsky, et2009). The automated analysis
would demonstrate validity for measuring learnedenstanding if its numerical indices
showed similarly that learners working with goodtmctional strategies did better than
learners with poorer (or more traditional) instiangl strategies. Our analysis of the
automated indices tends towards supporting itsliglin the case of the national de-
velopment planning task. The manual as well asithemated analysis revealed a miss-
ing focus of the subjects’ texts on the flows e change the stocks. Both methods
for analyzing differences between experimental @t found that learners receiving
the theoretically better instructional strategy royeed more (from their initial descrip-
tion to their final description) than did the lears receiving the theoretically poorer
instructional strategy. The results from the autmaanalysis are thus in keeping with
our theoretical prediction and in line with the mahanalysis, which provides a form of
construct validity.

While the validity in general seems to be giverumhber of issues have to be consid-
ered. First, the reindeer rangeland managementé¢askled no significant results for
subject-expert comparisons or for learner progogssver time or comparisons between
experimental conditions. The system dynamics modederlying the reindeer rangeland
management task is a very small model with onlysinek and two flows. Verbal de-
scriptions of both the model structure and theroglistrategy to solve the task can only
be very short. Thus, minor differences in the vedascriptions and the use of terms
may result in major deviations from the expert téxt automated analysis of verbal
protocols such as the one by T-MITOCAR therefoenseto be practical only for tasks
with larger underlying simulation models.

Second, the number of participants in the natideaklopment planning task was rather
low and thus the statistical power of our correlatanalyses could be improved. In ad-
dition to more subjects, modifications in the degianaking task itself might help
identifying the understanding related drivers affpenance in more detail. As dis-
cussed in past studies (e.g., Pirnay-Dummer, 2@0¢»od writing task is very impor-
tant for the analysis to work. Such a task wouldordy induce the learners to write
essentially more text, but to be more precise aatt they write. There are several
known ways to construct better writing tasks. Taslbeddedness is one approach, in
which the writing becomes an integral part of thektitself to make it less obvious that
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it is used for assessment. Usually, to write fpear or to write, for example, to a “local
politician in order to help him or her with a centproblem” has shown to be success-
ful.

Although we believe that system dynamics-basedhiegrenvironments hold great po-
tential for improving important types of human perhance, attaining such improve-
ment depends upon two things: designing those emvients and conducting research
to measure their learning effectiveness. Measudaming effectiveness has always
required great time and effort. As a part of ourgram to design and improve system
dynamics-based learning environments, better msttmcheasure learning effective-
ness are necessary. In this study we have begunvibsgtigation of automated methods
for assessment of learning outcomes. Success kéth will enhance our capacity to
evaluate and improve the learning environments &ggth. The results of this study
provide some evidence that automated analysisaofileg outcomes can be as accurate
and valid as more traditional and labor-intensivethnds. Our next step is to refine our
collection of learning data (e.g., using embeddedysjuestions) for input to the auto-
mated technique, and to validate that for diffe@ntditions in which differences in
learning can be expected to occur.
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Appendix

Appendix 1: Instructions for the reindeer rangeland
management task (modified with respect to the origial
instructions in Moxnes, 2004)

For this activity you will play the role of the magper of a reindeer herd. Your task is to
produce as many reindeer as possible. But you atsstmake sure that the animals do
not overgraze the lichen, which is the limiting szuof food for the reindeer in winter.

Setting

Your reindeer herd grazes on a pasture used exelysd feed your herd. Hence its
resources will depend only on your decisions reiggrthe herd size. In summer, food
supply is no problem — there is always plenty afsgrand herbs. In winter, the food is
scare and limited to lichen. If there is no lichaththe animals will die.

Lichen is a low-growing species that is part pkamd part fungus.

-
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Lichen re-grows itself during summer when the regrdfeed on other plants. Lichen
grows by propagating its spores. Lichen growth ddpen its density and is described
by an inverse U-shaped function as illustratedwelo
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When there is very little lichen, Lichen density [g/m2] 7))
i.e. when lichen density is very low, When there is very much lichen,
there are just a few spores and i.e. when lichen density is very high,
there will be only little growth. they start to fold onto themselves
® and stop growing.

In between these extremes,
the growth reaches a maximum.

Grazing by reindeer affects lichen density. It #iere also influences the lichen growth
rate. You should assume that 1000 reindeer eatr@j/lichen during one winter. So
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as you can see, the reindeer are dependent updaottbe, but the lichen is dependent
upon the reindeer as well. That means that you t@m®intain both the reindeer and
the lichen populations together.

Starting point

The previous owner has steadily increased the nuoflreindeer from 1150 to 1900.
As a consequence, the lichen density fijinas dropped from 1000 to 488 dlrithis
development is shown in the following diagram aaluléd.

lichen herd size
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year 14 582 1800
15 538 1850
= herd size [number of reindeer] == lichen density [g/m2] 6 258 1900

Decisions to make

It is your job to decide how to maximize the sizeaur reindeer herd, while maintain-
ing a manageable lichen density. You cannot cotitelichen directly. You can con-
trol the number of animals you want to keep onghsture, and that controls the
amount of grazing (food eaten) by the animals.

Each year for 15 years, you will set a desired ls&zd. You are trying to have the
maximum number of animals you can, while also naanmg the lichen at the best den-
sity for its growth. You should try to achieve timaximum sustainable herd size as
soon as possible.

You can vary the herd size freely: You do not hvehink about the sex ratio, the
number of calves, losses of animals, or the agetsire of the herd.

Appendix 2: Instructions for the national developmat
planning task

You have just been elected the Prime Minister @nBla. You will stay in office as
prime minister for a period of 50 years. You anestin charge of the long term devel-
opment of Blendia.
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Blendia is an island located off the western cd#tfdaca. It is currently one of the
poorest countries in the world with an income i@ of 300 $ per year. Your task is
to bring your country onto a sustainable economevth path and achieve and main-
tain the highest possible income per capita.

Income per capita results directly from producton production is driven by the
available capital (machinery and its technolog\eleas well as by total factor produc-
tivity. As a government you cannot invest in cdpilisectly. However, you can improve
the general investment environment. Investors pitabwill invest the potentially
available money (a share of per capita income) mren the labor force is more pro-
ductive and roads provide access to input and vatawkets for the goods produced.
You can specifically invest in the following threesources:

 Education

Investments in education are used for building mathtaining schooling capacity,
i.e., for building and maintaining schools, foriiag and paying teachers, as well
as for paying books.

Education is the stock of knowledge, skills, teciueis, and capabilities embodied
in labor acquired through education and trainingese qualities are important for
the labor force to understand and perform taskgrdaperly use the available physi-
cal capital, and to efficiently organize the proe process. Maximum or optimal
education would mean an average adult literacyab1®0% (maximum or optimal
value for Human Development Index calculations).

¢ Health

Investments in health are used for building andta&iing basic health care ser-
vices, i.e., for building and maintaining healtmecaenters, for training and paying
doctors and nurses, as well as for paying drugs.

Health defines the strengths of the labor forcethnd its capability to properly use
the available physical capital and to efficienthganize the production process.
Maximum or optimal health would mean an averagedipectancy of 85 years
(maximum or optimal value for Human Developmentexdalculations).

e Roads
Investments in roads are used for building and taaimg roads.

Efficient and extended infrastructure allows fasted cheaper access to the market,
broader access to information, and reliable acime® inputs required for produc-
tion. Maximum or optimal roads would mean a valtigilometers of roads per
person as in the year 2005 in the United States.

Budget issues

For making your investment decisions you will hawéake a number of budget mecha-
nisms into account.

Your expenditures for education, health and roael$eal by two sources:

* Revenue: Through taxation the government generatenue from per capita in-
come.
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e Borrowing: You can borrow money from foreign resms. If you borrow money
you start accumulating debt. Each year you willhovpay interest on your debt.

Government development expenditure

* In Blendia, government development expenditurbestotal revenue minus interest
payments on debt.

Decisions

Every five years, as part of a national developnpéantining effort, you decide on the ex-
penditures for education, health and roads. Youdcathree things and as the prime minis-
ter you have the absolute power to decide (seeFidgoe 1):

1. Distribute more than the total available developnexpenditure. In this case you
borrow money and create a deficit.

2. Distribute less than the total available developnexpenditure. In this case you
will have a surplus and be able to service deldmmat money.

3. Distribute the total available development expanditvithout creating neither
deficit nor surplus.

Figure 1: Budget decisions mechanism with initalues

Government development expenditure 90 $ per person
— Education expenditure — 30 $ per person
— Health expenditure — 30 $ per person
— Transportation expenditure — 30 $ per person
Surplus (+)/deficit (-) 0

Evaluation

Your performance will be evaluated on the followlesis:

* Income per capita: You should try to achieve anthtam the highest possible in-
come per capita. The country’s official goal isadue of 600 $ per capita in 50
years from today.

* Interest payments on debt: Per capita income chnbemaintained if you have
not accumulated excessive debt. At the end of thgers period the interest pay-
ments on debt in year 50 will be deducted from yoaome per capita in year 50.

37



Appendix 3: expert texts for the dynamic decision raking
tasks

Expert text for the reindeer rangeland managementdsk

“I play the role of the manager of a reindeer hérteed to produce as many reindeer as possiblé and
have to reach the maximum sustainable herd size@sas possible. The limiting source is lichen or
lichen density, respectively.

Lichen density increases with lichen growth andrdases with grazing. Grazing depends on the number
of reindeer and the grazing per reindeer. Liche@wgn depends on lichen density. If lichen densty i
equal to the optimal lichen density, lichen growili be equal to maximum lichen growth. If lichen
density is above or below the optimal lichen dendithen growth will be lower than the maximum li-
chen growth. The relationship between lichen dgresid lichen growth describes an inverse U-shaped
function.

For lichen density to remain stable lichen growgleds to be equal to grazing.

The maximum sustainable herd size can be proddidietien density is equal to the optimal lichen den
sity and grazing is equal to the maximum lichennglo The maximum sustainable herd size is 1250
reindeer.

If grazing exceeds lichen growth the number ofdear has to be reduced; if grazing is below lichen
growth the number of reindeer can be increased.

The previous owner has left me an overgrazed pastith lichen density below optimal lichen density
and too many reindeer.”

Detailed and technical expert text for the nationablevelopment planning
task

“I play the role of the prime minister of Blendeyery poor sub-Saharan African country. My tasfois
achieve and maintain the highest possible incomeayata.

My performance is evaluated by subtracting intepagiments on debt from per capita income.

Per capita income is determined by the amount jpitagper person and total factor productivity. Galp
increases with investment and decreases througledapon. Investment depends on the potential in-
vestment which is the fraction of per capita incamed for savings and on the investment environment

The investment environment improves with higheels\of education, health and roads. Higher levels o
education, health and roads also increase totairfacoductivity.

Education, health and roads improve as a consegqureducation, health and roads expenditure. As th
prime minister | decide on the desired per capiidget for education, health and roads which togethe
yield the desired per capita development budget.

The available per capita development budget depemdax revenue and interest payments on debt. Tax
revenue is per capital income multiplied by therabe.

The difference between the desired per capita dpusnt budget and the available per capita develop-
ment budget determines whether there is a defigtiplus. In the case of a deficit | need to barro
money and borrowing accumulates debt per capittadrtase of a surplus | can pay back debt petacapi

The higher the debt per capita the more interestdvde paid on debt. Interest payments on debt are
subtracted from the tax revenue and thus decrbasavailable per capita development budget.
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Neither roads, health nor education alone can irgtbe investment environment very much. The in-
vestment environment improves fastest when thddenfeeducation, health and roads are similar. Beuc
tion, health and roads therefore need to devel@phalanced way.

Investments in education take a long time to haweftect. The same holds true for investments in
health. The health investment delay is, howeversiderably shorter than the education investment de
lay. The roads investment delay is fairly short.

In order to stimulate a balanced growth of educatiealth and roads | need to prioritize educaticthe
early years. | also need to invest in roads iregimy years because this generates per capita extarty
soon.

If the desired per capita development budget excctelavailable per capita development budgetia def
cit arises that can only be covered by borrowingrr@wing adds to debt per capita and leads to expon
tially growing interest payments.

At the outset, it is very effective to borrow morayd use it to improve education, health and roatth
reasonable debt per capita in the early years deduate allocation to education, health and rgaeis,
capita income starts growing so well that debtgagita can be paid back and education, health amtbr
expenditures increase even more.”

Shorter expert text for the national development phnning task
Blendia is a very poor country. | have to achiend maintain the highest possible per capita income.
Per capita income is determined by capital and tatdor productivity.

Capital increases with investment and investmesremmses with higher levels of education, health and
roads.

Higher levels of education, health and roads alsceiase total factor productivity.

Education, health and roads improve as a consegquareducation, health and roads expenditure.
| determine the desired expenditure for educatiea)th and roads.

The available expenditure is the tax revenue mimiesest payments on debt.

Tax revenue is per capita income multiplied byttherate.

The difference between the desired expendituretandvailable expenditure determines whether tisere
a deficit or surplus.

In the case of a deficit | need to borrow moneytrBwing accumulates debt which leads to growing
interest payments.

| should balance the levels of education, roadsheadth because investment increases most with bal-
anced resources.

I should invest early in education because it haddngest delay and therefore takes time to have a
effect on per capita income.

I should also invest early in roads because itshamre direct impact on per capita income.

I should also borrow, that is, increase debt, atabiginning because then | have money to invesdin
cation, roads and health right away.

Later | should pay off the debt, after per capitzome has improved because interest payments grow
exponentially.
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