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Abstract 

The importance of social structures in analyzing a diffusion of ideas and innovations is widely 
acknowledged. This paper presents the first step in the construction of a system dynamics 
model to study social diffusion phenomena using network marketing as the specific structure 
through which products and services are spread. Network marketing organizations are direct-
selling channels that recruit new distributors and form a particular type of social network 
which is shaped through time and based on preferential attachment. The paper presents a way 
to generate the topology of such a network so as to have the basis for analyzing the diffusion of 
products and services through such channels; a variant is introduced to an existing model 
developed with systems dynamics for generating scale-free networks with preferential 
attachment. We found that the resulting model generates an adequate network topology for 
analyzing essential characteristics of the way network marketing organizations are formed. 
This structure is the base for exploring the diffusion of products through such a business 
model; exploration of these processes constitutes the next step for this project. 
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1. INTRODUCTION 
 
Currently, one prominent issue of research 
is the relevance and effect of network 
topology in social diffusion processes in 
terms of efficiency, reachability and speed. 
In particular, we are interested in studying 
the diffusion of attributes through the 
structure of network marketing organization 
(NMOs), a type of direct-selling business 
model. 
 

 
McCutchan and Campos-Náñez (2007) used 
systems dynamics (SD) to evaluate the 
effect of network topology in social 
diffusion processes; in particular proposing 
a model for generating scale-free (SF) 
networks using preferential attachment. In 
this paper we present a variant of this 
previous model and apply it to the study of 
network marketing (NM) structures which 
can be characterized as SF networks. This is 
the first step in our project for studying 
diffusion processes through NM channels. 
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The paper is organized as follows. The next 
section presents the business model known 
as NM. The third section introduces the 
structure of NMOs as a specific type of 
social network; it presents an overview of 
social networks theory and the 
characterization of NM topology as a type 
of SF network with preferential attachment. 
The fourth section describes a way of 
handling network topology with a SD model 
using the ideas of McCutchan and Campos-
Náñez (2007); it also introduces and 
assesses a model for generating SF networks 
with NM characteristics. The fifth section 
presents the next steps to follow in order to 
study diffusion processes through the 
generated network using our findings from 
this first model. The last section summarizes 
the main points. 
 
2. NETWORK MARKETING  
 
2.1. Business Model: Network 
Marketing 
 
Direct selling (DS) is a retail level 
distribution and commercialization channel 
for products and services. It is based on 
direct contact between people. In this 
model, independent distributors make 
profits from buying and selling when they 
provide a product or service to a customer 
(World Federation of Direct Selling 
Associations – WFDSA, 2006). NMOs are 
DS channels that also recruit new 
distributors into a growing network over 
time. These independent distributors have 
access to a compensation plan for inviting 
other people to join the network, to buy and 
to distribute products or services. This 
compensation plan is based on the business 
group volume, which includes each 
distributor’s volume and the volume of the 
other distributors that have been recruited 

(Bhattacharya & Nehta, 2000) —see below. 
Traditionally, DS has represented a strong 
force in product distribution. Nowadays, 
70% of DS revenues are generated by 
NMOs (Coughlan & Grayson, 1998). 
 
2.2. Characteristics of Network 
Marketing Organization 
 
According to Coughlan and Grayson (1998), 
a network marketing organization (NMO) is 
defined as a company whose income 
depends only or principally on DS and 
whose direct distributors are rewarded for: 
(1) buying products or services, (2) selling 
products or services and (3) finding other 
distributors to buy and sell products or 
services, too. 
 
The main characteristics of NMOs are 
(Coughlan & Grayson, 1998): 
(a) Human resources: they do not manage a 
large employee sales force. 
(b) Savings: they do not invest in advertising 
and supply chains. 
(c) Remuneration: distributors do not earn a 
basic salary but a net commission in 
proportion to their retail markup. 
(d) Assistance: they offer products and 
business training to their distributors. 
(e) Rewards: they have a compensation plan 
depending on each distributor sales volume. 
 
This model has been adopted by different 
companies around the world. They include: 
Amway, Excel, Forever Living Products, 
Herbalife, Mary Kay, Nokken, Nu Skin 
Enterprises, Primerica and Shaklee (King & 
Robinson, 2000). 
 
Compensation Plans 
Basically, NMOs compensate their 
independent distributors in three different 
ways (Coughlan & Grayson, 1998): 
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(1) Distribution: distributors purchase the 
product or service at wholesale prices and 
provide it to a final customer at retail price. 
Markup profits are approximately between 
30% and 50%. They can also purchase it for 
themselves. 
 
(2) Personal volume (PV): distributors 
receive a commission for their PV, i.e. the 
value of every product they buy or sell 
during a period of time established by the 
NMO. At a higher volume the commission 
increases. 
 
(3) Group volume (GV): distributors are 
rewarded with a net commission for their 
group volume. This volume includes the PV 
plus the value of the products or services 
bought or sold by people that belong to the 
distributors’ networks during the same 
period (see below). People who are recruited 
by the distributors into their networks are 
called downline distributors. The 
distributors’ GV is therefore the sum of the 
distributors’ PV plus the PV of each 
downline in the distributors’ network. 
Figure 1 shows an example of a distributor 
network. Distributor 1 has recruited directly 
Downline 1, 2 and 3; additionally Downline 
2 has recruited directly Downline 4 and 5. 
Note that in the network distributors have 
their own PV and GV which determine their 
total net commission at the end of the 
period. In the example, Distributor 1 
completed $200 PV, and including his 
downline distributors’ volume he reaches 
$700 GV. Likewise, Downline 2 completed 
$200 PV and $300 GV, including his 
downline distributors’ volume.  Note that 
Downlines 1, 3 and 4 only reach $100 GV 
each, which corresponds to their $100 PV 
because there are no downline distributors 
in their networks yet. Downline 5 has $0 
GV and therefore $0 PV, which means that 

he did not buy or sell any product or service 
during the period. 

 

Figure 1. Example of a distributor’s network. 
Adapted from: Coughlan and Grayson (1998, p.403). 

The net commission of each distributor is 
the difference between their own 
commission rate and the commission rates 
of their direct downline distributors 
(Coughlan & Grayson, 1998). The next 
example illustrates this point. 
 
Table 1 shows a NMO’s commission 
system. During a fixed period of time, if the 
distributors reach between $100 and $299 
GV, they earn a commission rate of 2% on 
their GV; between $300 and $499 they earn 
a commission rate of 5% on their GV, and 
so on. 

COMMISSION 
SYSTEM 

GV RATE 
$100 - $299 2% 
$300 - $499 5% 
$500 - $799 8% 
≥ $800 12% 

Table 1. Example of a NMO’s commission system. 
Adapted from: Coughlan and Grayson (1998, p.403). 

According to the table, in the example of 
Figure 1, Distributor 1 rate commission is 
8% on his $700 GV, this is $56; but this 
commission includes Downlines 1, 2 and 3 
commissions, which for Downlines 1 and 3 
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are 2% on their $100 GV, which is $2 each 
and for Downline 2 it is 5% on his $300 
GV, which is $15. Distributor 1’s net 
commission is therefore $37 ($56 - $2 - $2 - 
$15 = $37). 
Similarly, Downline 2’s rate of commission 
includes Downlines 4 and 5 commissions, 
which for Downline 4 is 2% of his $100 
GV, which is $2, and for Downline 5 is in 
this case $0, because his GV is $0 or less 
than $100. Downline 2’s net commission is 
therefore $13 ($15 - $2 - $0 = $13). Table 2 
summarizes the net commissions for each 
one of the distributors. 

GV $700 
GROUP RATE 
COMMISSION 

8% 

Total Group Commission $56 
 Rate 

Commission 
Net 

Commission 
Distributor 1 8% $37 
Downline 1 2% $2 
Downline 2 5% $13 
Downline 3 2% $2 
Downline 4 2% $2 
Downline 5 0% $0 
Total Group Commission $56 

Table 2. Net commissions for a NMO’s distributors. 

Note that these commissions correspond 
only to the third component of the NMOs’ 
compensation plan. Distributors also receive 
a commission for their PV, second 
component, and the markup profit for the 
distribution, first component (Coughlan & 
Grayson, 1998). 
 
2.3. A Growing Channel of 
Distributors for the Diffusion of 
Products and Services 
 
NMOs show a dynamic structure. The 
distribution channel is formed continuously 

as new distributors enter the network. 
Usually, when a new distributor joins a 
NMO, he buys a personal code, also called a 
personal franchise or business kit. Some 
NMOs sponsor new distributors for free by 
just filling in an application form. In both 
cases, this NMO’s membership allows – but 
not forces, the new distributor to (1) buy 
NMO’s products or services, (2) sell those 
products or services to their customers – 
they are not within the network, and (3) 
recruit other distributors to buy and sell the 
products or services, too; it therefore 
permits the distributor to access the NMO’s 
compensation plan. 
 
Initially, one person joins the network as an 
independent distributor of the NMO. Then 
the distributor begins to buy, consume and 
sell the products or services that the NMO 
offers; he also invites other people to join 
the network. This process continues 
repeatedly with each distributor within the 
NMO’s network. Figure 2 shows an 
example of the evolution of a distributor’s 
network over time. 

 
Figure 2. Distributor’s network over time. 
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Stage A illustrates the initial state. When the 
distributor recruits his first downline, the 
new distributor enters the network forming 
one connection with his sponsor, also called 
upline (Stage B). Similarly, another 
distributor becomes the second downline in 
the next time-step (Stage C). As the new 
distributors begin to invite other people, the 
network will grow, increasing the number of 
total distributors (Stage D). After several 
time-steps, the network will exhibit a 
structure similar to the one shown in Stage 
E. 
 
Structure Growth and Diffusion 
For our study, it is necessary to distinguish 
two important processes within the NM 
business model: the network growing 
process and the diffusion of products or 
services. 
 
In the network growing process three 
relevant issues must be emphasized. First, 
note that when a new distributor is recruited, 
only one connection is generated to his/her 
upline. This feature follows NM 
characteristics because it is not possible for 
a person to be recruited by two or more 
distributors; this would be incompatible 
with NMO’s compensation plans. 
Second, the fact that a new distributor joins 
a particular NMO does not mean that he or 
she is interested in doing the three activities 
allowed by the membership; some of them 
will join only to purchase the products or 
services for themselves; others will join just 
to sell them to their customers and to access 
the markup profit, but not necessarily to 
recruit new people. This issue is important 
because only those who are interested in the 
third activity (recruitment of further 
distributors) will allow the network to grow. 
Third, as a consequence of the last issue, as 
the network continues to expand, it is 
possible to identify a few distributors who 

grow by being successful in their own 
businesses; these are the distributors who 
have recruited a larger quantity of direct 
downline distributors. This means that in the 
long run, new distributors will not join all 
existing distributors in the same way, time, 
speed or quantity. They will be added with a 
higher probability to those who are being 
successful. This makes sense because they 
are the only ones that are spreading the 
business model structure or inviting others 
to join the network; they also have more 
experience of the products or services, the 
business model, the NMO and its 
compensation plan, and therefore they are 
succeeding and reaching higher 
commissions with their businesses. Over 
time, those distributors will become stronger 
and more important within the network. 
 
Concerning the diffusion of products or 
services, one relevant issue must be 
emphasized. The NMO membership allows 
but does not force the new distributors to 
buy the NMO’s products or services. Thus, 
when the network is established, this does 
not imply that the distributors are spreading 
those products or services. In other words, if 
a NMO has a network of a huge quantity of 
distributors, e.g. 1000, but none of them are 
consuming or buying its products or 
services, there will not be a diffusion 
process and, in consequence, neither the 
NMO nor the distributors will earn any 
income. 
 
In this article we are interested in the 
network growing process. We will show that 
the three issues emphasized within this 
process determine the network topology of 
NM and NMOs which allows us to study, 
later on, the diffusion of products or 
services. 
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2.4. Significance of Understanding 
Growth and Diffusion of NMOs 
 
The NM business model has been 
recognized as a rapidly-growing industry 
during the last decade – across the world, 
sales reached more than US$80.4 billion in 
1997, US$85.7 billion in 2002, US$89 
billion in 2003 and US$109 billion in 2006, 
with a sales force of 61.45 million people 
(WFDSA, 2006). In spite of this increasing 
acknowledgment and the huge quantity of 
independent distributors with a dramatic 
lifestyle change, many people have failed to 
succeed (Martinez, 2007). 
 
Many factors contribute to the failure of 
NMOs’ distributors. Some of them are 
related to income expectations, budget 
investment in the business, different 
products benefits, and the most relevant 
characteristic for the study we are 
presenting here: the marketing plan and the 
network growth (Martinez, 2007). The 
problem with this last factor is that in order 
to be successful and reach high incomes, the 
NMOs’ distributors have to go through a lot 
of people to find the ones really interested in 
building the business (Martinez, 2007). One 
of the authors has been involved with a 
NMO and has also been interviewed with 
successful distributors within the NM 
business model. From the information 
received through these sources, it has been 
estimated that each distributor has to recruit 
approximately five to seven downline 
distributors to find one agent really 
interested in building the business. 
Moreover, in order to recruit two new 
downline distributors, he or she has to invite 
and share the NM business model idea with 
approximately twenty or twenty-five people. 
Though this is not empirically validated, 
these figures reflect the efficiency of people 

already connected with NMOs who achieve 
significant results in their NM businesses. 
 
As the distributors recruit more downline 
distributors, the chance of being successful 
therefore increases. But the target 
population is not infinite, so unlimited 
recruiting programs may collapse in the 
long run (Taylor, 2004). It is considered that 
99% of NMOs’ distributors lose profits 
because the costs associated with building 
the business exceed the returns. A few 
distributors are therefore getting higher 
incomes at the expense of many downlines 
recruited by them who buy the NMO’s 
products or services and receive the lowest 
incomes (Taylor, 2002). 
 
These statistics may not be encouraging for 
NMO distributors. Distributors entering a 
NMO network should consider that building 
their networks requires a large amount of 
effort in order to find agents really 
interested in the NM model, who in turn 
should succeed in finding further agents, 
too. This explains why distributors might 
leave the NMOs’ network: because of the 
time required to achieve significant results 
and also because of the dependence on the 
efficiency of other downlines. 
 
Because of these facts, the NM model has 
been challenged in terms of its capacity to 
spread a product or service through a 
population (Taylor, 2002, 2004; Martinez, 
2007). Our interest in using system 
dynamics is to study the possibilities and 
characteristics of this diffusion process 
through that specific type of network. 
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3. NETWORK MARKETING AS 
A SOCIAL NETWORK 
 
We have presented the NM business model, 
the main characteristics of NMOs and the 
source of our motivation for studying social 
diffusion phenomena using NM as the 
particular structure through which products 
or services are spread. Now we can study 
the structure of these channels using social 
network theory. 
 
3.1. Network Theory 
 
Networks 
A network is a set of items connected by 
links.  Those items are called vertices or 
nodes and their interconnections are called 
edges or arcs (Newman, 2003). An example 
is shown in Figure 3. 

 

Figure 3. Example of a network.  
Adapted from: Newman (2003, p.2). 

The number of edges connecting from a 
particular vertex to other vertices within the 
network is called its degree. Vertices with a 
high number of edges are called hubs 
(Barabási & Oltvai, 2004). 
 
Properties of Networks 
Networks have different properties. Some of 
them are of particular interest for this study: 
 

 (1) Small-world effect: it is presented in 
networks with short path lengths which 
imply that, on average, a node is a few steps 
away from any other node; a second 
characteristic is high clustering values, 
which means mutual connectivity within 
nodes. This property is important in 
particular dynamic spread processes, e.g. 
epidemics, innovations (Watts, 2003). 
 
(2) Degree distribution )(kP : it refers to the 
distribution of the degree of the nodes 
within the network (Newman, 2003). It 
gives the probability that a selected node has 
exactly k   number of edges (Barabási & 
Oltvai, 2004). )(kP  can be represented as a 
histogram with the number of nodes of 
degree 1, 2, 3 and so on.  This property is 
important for distinguishing between 
different classes of networks. e.g. a peaked 
degree distribution means no highly 
connected nodes whereas a power-law 
degree distribution indicates few hubs 
connecting with many less connected nodes 
(Barabási & Oltvai, 2004). 
 
Network Dynamics 
As a further issue, we should consider two 
types of network dynamics. Watts (2003) 
defines them: 
 
(1) Dynamics of the network: it refers to the 
processes of making and breaking network 
links; this definition denotes the very 
development of the network structure itself. 
The dynamic analysis focuses on the 
processes by which the network is formed. 
 
(2) Dynamics on the network: it refers to the 
activities of actors (nodes) that are linked 
within the network, for example, spreading 
a rumor. The dynamic analysis focuses on 
the influence between the individuals 
(nodes) in the network. 
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It should therefore be noted that this article 
focuses on the dynamics of social networks 
following the rules of NMOs. In contrast, 
the next step for this project will focus on 
the dynamics on NMOs’ networks. 
 
Social Networks 
According to Newman (2003) there are four 
types of networks: social networks, 
information networks, technological 
networks and biological networks. We are 
interested in the first kind of network. 
 
A social network is a set of people 
interacting within a social system. They are 
flexible and dynamic because of the 
frequency with which connections are 
formed and dissolved. These networks have 
four components (Davern, 1997): 
(1) Structural: it refers to both the form in 
which the nodes and arcs are organized and 
the strength of the arcs between the nodes. 
(2) Resources: it concerns the characteristics 
of the actors or nodes; for example, 
knowledge, abilities, gender, a specific 
attribute, etc. 
(3) Normative: it refers to rules that 
determine the behavior of the actors. 
(4) Dynamics: it emphasizes the generation 
of links and the continuous change in the 
network.   
 
Following the previous distinction made 
between dynamics of the network and 
dynamics on the network, we underline that 
these two dynamic aspects are closely 
interrelated in social network analysis.  On 
the one hand, there is a relationship between 
the way the links are formed among actors 
and the roles they have in their social 
environment. On the other hand, the 
network can be assumed to be a conduit to 
spread information (or, for instance, 
products) and influence others. This 
condition depends on the position of the 

actor within the network and on who can 
access, reach across or influence the links 
between the actors nearby (Watts, 2003). 
 
Models of Networks 
In addition, Barabási and Oltvai (2004) 
suggest three principal models of networks 
that we should consider further: 
 
(1) Random networks: known also as Erdos-
Rényi models. Given a quantity of vertices 
or nodes, each pair of nodes is connected 
with probability p, which generates a graph 
with randomly-placed edges. The node 
degrees follow a Poisson distribution. In 
Figure 4 most of the nodes have the same 
amount of links; it also shows high 
clustering and short path lengths, reflecting 
the small-world effect (Barabási & Oltvai, 
2004). 

 

Figure 4. Random network. 
Source: Barabási and Oltvai, (2004, p.105). 

(2) Scale-free networks: it has a power-law 
degree distribution, which has the form: 

γ−kkP ~)(  

where k  is the node degree and γ  is the 
degree exponent with range  

32 << γ . Two generic aspects characterize 
this model. The first one is that the ‘network 
continuously expands by the addition of 
new vertices that are connected to the 
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vertices already in the system’ (Barabási, 
Albert & Jeong, 2000, p.73). The second is 
that the network exhibits preferential 
attachment, so there is a ‘higher probability 
to be linked to a vertex that already has a 
large number of connections’ (Barabási et 
al., 2000, p.73). Figure 5 shows that a few 
nodes, square ones also called hubs, are well 
connected in comparison with the other 
nodes. For smaller values of γ  the 
importance of the hubs increases and vice 
versa; for 2=γ  a network with one large 
hub connected with a large fraction of all 
nodes emerges; in contrast, for 3>γ  the 
network behaves like a random one. This 
model is characterized by the ultra-small-
world property: its path lengths are shorter 
than those presented in random networks 
(Barabási & Oltvai, 2004).  

 

Figure 5. Scale-free network. 
Adapted from: Barabási and Oltvai (2004, p.105). 

(3) Hierarchical networks: their 
construction starts with a small cluster or 
module with a given quantity of nodes all 
linked. Then replicas of this module are 
generated, all of them connected to the 
initial one from the external nodes. The 
resulting module is replicated again, all of 
them connected to the initial small cluster 
from the peripheral nodes. Figure 6 shows 
an example with an initial small cluster of 

four nodes. This model exhibits co-
existence of modularity, the tendency of 
nodes to form clusters or groups, local high 
clustering and SF topology. In addition, it 
implies communication between high 
cluster areas maintained by a few hubs 
(Barabási & Oltvai, 2004). 

 

Figure 6. Hierarchical network. 
Source: Barabási and Oltvai, (2004, p.105). 

A last remark regarding models and 
properties of networks follows. In the past, 
some authors defined how the ‘small world 
effect’ constituted a specific model of 
network (e.g. Watts and Strogatz cited in 
Kim, Jun, Kim & Choi, 2006). Various 
studies, however, have established that the 
‘small-world effect’ is a common feature of 
all networks; this effect has been 
subsequently shown in several systems 
(Barabási & Oltvai, 2004). Affiliation 
networks of movie actors, the power 
transmission grid of the western United 
States, neural networks, World Wide Web 
and random networks are all good examples 
(Watts, 2004; Barabási & Oltvai, 2004). 
 
We have explored various properties and 
networks models. Now we can outline the 
NM business model and NMOs within this 
theory of networks. 
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3.2. Network Marketing as a Scale-
Free Network 
 
We introduce NM as a business model that 
can be represented as a SF network. The 
definition of NM and the characteristics of 
NMOs as a whole, with the description of 
social networks and the explanations of the 
models of networks explored previously, 
mean that NM can be characterized as a 
social network and in particular can be 
modeled as a SF network based on 
preferential attachment. 
 
Related Work 
We have found two precedents for modeling 
NMOs within the theory of networks.  
 
First, Kim and colleagues (2006) 
characterized NMOs with a ‘small-world 
network’ model based on the two 
characteristics of the small-world effect 
property we mentioned above: short path 
lengths and high clustering values. As 
regards this previous work, we will make 
two comments. First, as we mentioned in 
section 3.1, it has been established that the 
small-world effect is more a property than a 
model of networks and it is a common 
feature in most complex networks; 
moreover, we are interested in the dynamics 
of how the network is formed and how the 
diffusion process is carried out across it –
different from the analysis of Kim and 
colleagues (2006) who focus on path length 
as the key structural network property. 
Second, we suggest modeling NMOs as SF 
networks with preferential attachment 
because, as Barabási and Oltvai (2004) 
underline, the degree distribution property is 
more relevant than the path length in terms 
of characterizing network classes. Finally, 
since in NM one downline can be recruited 
only by one existing distributor, there are no 

high clustering values within a NMO’s 
network, which is one of the two prime 
characteristics of the small-world effect. 
This means that we are proposing to model 
a SF network with only one of the two 
characteristics of the small-world property; 
short path lengths. We will see that despite 
this, our resulting network will fit with the 
theoretical power-law degree distribution 
form which we take as the defining attribute 
for SF networks. 
 
The other precedent is work developed by 
Legara, Monterola, Litong-Palima and 
Saloma (2006); they use agent-based 
modeling to characterize the specific 
structure of a Multilevel Marketing business 
model, equivalent to NM, called binary 
network structure, as a SF network with 
preferential attachment. Within this specific 
compensation plan, each distributor can 
only recruit at most two direct downline 
distributors. In contrast, in our project the 
compensation plan should not restrict the 
number of direct downline distributors 
belonging to a particular node. Moreover, 
we are interested in using SD (instead of 
agent-based modeling) both for developing 
an application of the previous work of 
McCutchan and Campos-Náñez (2007) and 
connecting this application with the 
previous body of literature on SD diffusion 
models. 
 
Network marketing organization as scale-
free networks 
As we previously showed, NMOs are 
channels for spreading products or services 
to customers. They do not invest huge 
quantities of money in advertisement and 
supply chains. On the contrary, they offer 
the opportunity to their customers to play 
this role by means of direct contact. The 
result is a continuously growing network of 
people interacting and allowing the spread 
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of their products or services through a whole 
population. This social network of 
distributors is flexible and reflects the four 
components: structural – upline and 
downline distributor’s interactions, 
resources – distributor’s abilities and 
knowledge, normative – NM rules 
established by NMOs, and dynamic –
continuous recruitment of new distributors. 
 
Hierarchical networks do not fit the 
requirements for modeling NMOs. Note that 
since new distributors connect directly only 
to one sponsor, it cannot be possible to 
identify clustered modules to be replicated, 
let alone a co-existence of modularity. 
 
In addition, NMOs cannot be modeled as 
random networks either. This model 
assumes that there is a fixed quantity of 
nodes to be connected and NMOs do not 
establish a desired quantity of distributors in 
their networks; on the contrary, they allow a 
continuous addition of new distributors over 
time. Also, NMO’s networks do not follow 
a Poisson degree distribution; new 
distributors enter the network based on the 
connections already established and not as 
independent processes. 
 
A NMO can be better modeled as a SF 
network with preferential attachment 
because its characteristics fit with the two 
generic aspects of this model. First, the 
distributors’ networks continuously expand 
over time by the addition of new distributors 
to those already in the system. Second, new 
distributors connect with a higher 
probability to those who have more 
connections or direct downline distributors 
in their networks. This means that they are 
spreading the business model idea; have 
more experience with the products, services, 
the business model, the NMO and its 
compensation plan; and finally are 

succeeding and reaching higher 
commissions. These special characteristics 
constitute preferential attachment. 
 
4. MODEL CONSTRUCTION 
 
The previous description of NMOs as social 
networks that can be particularly modeled as 
SF networks with preferential attachment is 
the first result with which we can now 
proceed to generate the corresponding 
structure. 
 
4.1. The Model 
 
For the construction of the model we used 
the one developed by McCutchan and 
Campos-Náñez (2007) for generating a SF 
network structure with SD techniques; they 
used the software iThink. We made a variant 
of that model to introduce the NM structure 
characteristics. 
 
Modeling Scale-Free Networks 
McCutchan and Campos-Náñez (2007) used 
arrays to build a stock and flow model for 
SF networks through preferential 
attachment. These arrays represent the 
degree distribution of the network; this is 
the number of nodes with a given degree. 
There are ten arrays in the model, each one 
representing the number of nodes with 
degree 1 to 10. The first array represents the 
number of nodes with degree 1, the second 
array the number of nodes with degree 2 and 
so on; the last one, the tenth array, includes 
all the nodes with degrees equal to and 
higher than ten. These arrays or histograms 
provide the necessary information, quantity 
of nodes within the network and their 
number of edges, to represent the network 
structure. 
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Figure 7. Scale-free network model. 
Source: McCutchan and Campos-Náñez (2007). 

The model is shown in Figure 7. The degree 
number is indexed to the elements Degree n, 
Conservation of Flow, Promote, Cumulative 
Pn, Pn and Weighted Membership. The 
dynamic of the model can be described as 
follows. (1) One node enters the network 
each time-step. (2) The node will be 
connected with higher probability to those 
with a higher number of links or higher 
degree, i.e. the preferential attachment 
mechanism; this probability is computed 
using the elements Total membership, 
Weighted Membership, Pn and Cumulative 
Pn. (3) Based on the probability, the 
variables rand 1 and rand 2 are used to 
determine the two connections that the 
entering node will establish to the existing 
ones – for each variable one connection is 
made. (4) The two nodes connected to the 
entering one are promoted from their current 
degree to the next one; for each of the two 
links or connections the valves Promote and 
Conservation of Flow increment and 
decrease by one respectively the 
corresponding value of the array in Degree 
n. In the next time-step a new node enters 

the network and the process repeats itself. 
This is the method by which the SF network 
is formed over time. 
 
Modeling Network Marketing Structure 
The model proposed by McCutchan and 
Campos-Náñez assumes that each new node 
entering the network establishes two 
connections to the existing ones. Previously 
we mentioned that in the NM business 
model, when a new distributor is recruited, 
only one connection is generated to his/her 
upline. We introduce this variation in order 
to generate a network with the same SF 
network topology but including this 
particular characteristic of NM structure. 
Hence, we eliminated one of the two 
variables in the model that determine the 
attachments that the entering node will 
establish when it joins the network. With 
this modification, when a new node enters 
the network it will be connected only to one 
corresponding upline – in the model rand 2 
is eliminated, the remaining formulas are 
readjusted and therefore the single 
connection is determined by rand 1. 
Appendix 1 shows the equations of this 
model. 
 
Running the Model 
Initial conditions are: two nodes mutually 
connected, both of degree 1. These are the 
minimum initial conditions for two reasons: 
(1) if there are no nodes in the network, no 
one can be joined – probability of being 
linked to a node is zero, and (2) then the 
minimum node degree is 1, to be compatible 
with the theory of networks and for one 
node with degree 1 there must be another 
node in the network which is linked to it – a 
node cannot be connected to itself. 
 
These initial conditions of the model – first 
time-step – can be interpreted as the NMO 
being one of the nodes – square one – and 
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Distributor 1 being the other node, as shown 
in Figure 8A. It can also be interpreted 
excluding the NMO as two initial 
distributors, Distributor 2 – circle one, being 
recruited by Distributor 1 – square one, also 
shown in Figure 8A. For different initial 
conditions – more nodes connected to the 
NMO or to one distributor – the model 
performs in the same fashion. Figure 8B 
shows an alternative version of the initial 
network. 

 

Figure 8. Initial network. 

In the model a new node is added to the 
network at each time-step, which 
establishes, with the preferential attachment 
mechanism, one connection to an existing 
node. 
 
Visualizing the resulting structure 
It is important to recognize the particular 
structure that our model generates. 
Certainly, visualization techniques exploit 
human vision and spatial cognition so as to 
increase understanding of complex 
processes and to enhance communication of 
concepts (Card, Mackinlay & Shneiderman, 
1999). As we mentioned above, the arrays 
or histograms provide the quantity of nodes 
within the network and their number of 
edges, and this is the degree distribution. 
This is the necessary information to 
represent the network configuration and 
what it looks like. With the information 
provided by the model, it is possible to 
construct a diagram of the resulting 
network. Since we cannot generate the 
visual representation of the network with 

iThink, we implemented the same dynamics 
to generate the SF network topology using 
the software Mathematica 6. In this way we 
obtained the network diagrams that our SD 
model creates. 

 

Figure 9. Network diagram of 500 nodes. 

The Mathematica model constructs a 
symmetric adjacency matrix of the network; 
this is a 0-1 matrix which indicates the 
connections between nodes. This matrix is 
constructed with the preferential attachment 
mechanism that was used for the arrays in 
our SD model; again, each time-step a new 
node is added and establishes one 
connection to an existing node. Once the 
matrix is created, we use a Mathematica’s 
graph function to diagram the network. 
Figure 9 exhibits a network diagram of 500 
nodes obtained with the model. Appendix 2 
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defines an adjacency matrix which shows 
the equations of this model and other 
network diagrams obtained using different 
number of nodes. 
 
In addition to the diagram, we are interested 
in observing the growth of the network over 
time. Figure 10 presents the first six nodes 
added to the network, including a label for 
each node. Figure 11 shows the evolution of 
a network of 153 nodes during four stages –
A with three nodes, B with fifty-three nodes, 
C with 103 nodes and D with 153 nodes. 
Again, note that the initial condition of the 
model is a network with two nodes 
connecting each other. 
 
It is now easier to appreciate the particular 
characteristic of SF networks generated by 
our models: the structure grows via 
preferential attachment showing the 
consequent few well-connected hubs. 

 

Figure 10. First six nodes added to a network. 

 

Figure 11. Evolution of a network of 153 nodes. 

4.2. Assessment of the Model 
 
We should check that the results from our 
SD model fit the theory of social networks. 
In this section we synthesize relevant 
findings. Appendix 3 gives details.  
We have to verify two aspects. On the one 
hand, the model should generate SF network 
structures; on the other hand, we should 
verify that these structures effectively 
correspond to the logic of NM. 
 
Scale-free Network Structures 
 
First, we verified that the resulting model 
does in fact generate a SF network. Using 
least squares regression, we compared the 
power-law distribution of our model with 
the one obtained by McCutchan and 
Campos-Náñez in their original model. We 
also analyzed the degree distribution using 
maximum likelihood estimation and testing 
the goodness-of-fit with the Kolmogorov-
Smirnov test. 
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Least squares regression 
According to McCutchan and Campos-
Náñez, the analytical solution for SF 
networks with preferential attachment is: 

γ−= kmkP 22)(  

where m  is the number of connections the 
new node establishes when it enters the 
network. McCutchan and Campos-Náñez 
established the analytic degree distribution 
for their model as 

38)( −= kkP . The analytic solution for our 
model )1( =m  can therefore be expressed as 

32)( −= kkP .  McCutchan and Campos-
Náñez fit this distribution using least 
squares regression to obtain  

71.2=γ  and 98.02 =R . They conclude 
that the model generates a SF network 
because their analytical solution was inside 
the variance that can be found in the real 
world. 

DEGREE DISTRIBUTION 

DEGREE 
No. NODES 

500 TS 1000 TS 5000 TS 
1 331 652 3262 
2 81 169 838 
3 34 69 347 
4 18 36 179 
5 11 21 106 
6 7 14 68 
7 4 10 41 
8 3 6 31 
9 2 4 25 

>=10 11 21 103 
TOTAL 501 1001 5001 

Table 3. Average degree distribution across three 
simulation groups, each one with ten simulations of 

500, 1000 and 5000 time-steps. 
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Figure 12. Power-Law Degree Distribution for ten 
simulations of 1000 time steps each. 

We performed three experiments based on 
this. Each one had ten simulations of 500, 
1000 and 5000 time-steps, generating 
networks of 501, 1001 and 5001 nodes 
respectively – the first step performs the 
initial conditions. The average degree 
distributions across each one of the three 
simulation groups are shown in Table 3. 
Figure 12 shows the power-law degree 
distribution graph for the simulation group 
of 1000 time-steps. Again, note that degree 
10 includes all the nodes with degree equals 
and higher than ten; this explains the small 
peak in the tail of the graph. The power-law 
degree distribution graphs for the simulation 
groups of 500 and 3000 time-steps are 
shown in Appendix 3. 

The distribution was fitted using a least 
square regression: we computed the natural 
logarithm (ln) for the number of nodes of 
each degree and the slope for the resulting 
log data for each of the three experiments. 
The regression results obtained for 1000 
time-steps are exhibited in Figure 13. The 
results obtained for 500 and 5000 time-steps 
are shown in Appendix 3. The values of γ  
and 2R  for all the simulation groups are 
shown in Table 4. 
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Figure 13. Fit Distribution for ten simulations of 
1000 time-steps each. 

LEAST SQUARE REGRESSION 
TS γ  2R  
500 2,052 0,875 

1000 2,036 0,889 
5000 1,996 0,903 

Table 4. Values of γ  and 2R  obtained for 500, 
1000 and 5000 time-steps each. 

Note that the least squares regression do not 
fit perfectly owing to the peak in degree 10. 
The values for γ  are between two and three 
except in the case of 5000 time-steps; again, 
this can be because of the large number of 
nodes of degree 10 in comparison with the 
number of nodes for 100 or 1000 time-steps. 
This is a limitation of the iThink’s arrays. 
From this, we estimated the same 
parameters excluding the number of nodes 
of degree 10 obtaining an improvement in 
the fitting as shown in Figure 14 for 1000 
time-steps and Table 5 for all three 
simulation groups. Appendix 3 also shows 
the fit distribution excluding the number of 
nodes of degree 10 for 500 and 5000 time-
steps. 

In sum, the γ  values obtained are between 
two and three and the 2R  values are near to 
one. Comparing these results with the 
McCutchan and Campos-Náñez findings, 

we find no significant difference between 
the power-law degree distributions of both 
models. 

 
Figure 14. Fit Distribution for ten simulations of 
1000 time-steps each, excluding the number of 

nodes of degree 10. 

LEAST SQUARE REGRESSION 
TS γ 2R  
500 2,358 0,990 

1000 2,317 0,991 
5000 2,259 0,996 

Table 5. Values of γ  and 2R  obtained for 500, 
1000 and 5000 time-steps excluding the number of 

nodes of degree 10. 

There is one important observation to be 
made. It should be noted that there must be 
a minimal number of time-steps necessary 
to corroborate that the model in fact 
generates a SF network; that is, the SF 
network, as such, emerges over time as the 
network increases its number of nodes. This 
is relevant in order to assess the reliability 
of the tests. We used numerous time-steps. 
We performed a last experiment running the 
model with fewer time-steps so as to find an 
approximate minimum number of time-steps 
that generate a power-law pattern. We found 
that for 150 time-steps, the average degree 
distribution fits fairly accurately as a power 
law, with γ  and 2R values of 2,097 and 
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0.847 respectively. The corresponding 
graphs for this result are also shown in 
Appendix 3. 
 
Maximum likelihood estimation and 
Kolmogorov-Smirnov test 
According to Clauset, Shalizi and Newman 
(2007), computing power laws empirically 
can be difficult because of fluctuations that 
take place in the tail of the degree 
distribution. They suggest avoiding the use 
of least squares fitting methods because of 
the bias introduced to the parameters 
estimated. Instead, they suggest techniques 
based on maximum likelihood and the 
Kolmogorov-Smirnov statistic. In addition, 
Goldstein, Morris and Yen (2004) 
demonstrated that the maximum likelihood 
estimator (MLE) performs better than the 
linear or logarithmic fit methods, producing 
more accurate and robust results, and also 
that it can be assessed with the 
Kolmogorov-Smirnov test. Goldstein and 
colleagues constructed a Kolmogorov-
Smirnov table for testing power-law 
distributions derived from the MLE 
estimation. This table and details of the 
MLE and the Kolmogorov-Smirnov test are 
shown in Appendix 3. 
Hence we performed a further validation 
using the MLE and the Kolmogorov-
Smirnov test. We analyzed the model 
constructed in Mathematica since it does not 
have the pragmatic limitation of the SD 
model regarding the number of arrays — see 
Appendix 3. 
 
The results for γ and K   obtained for 
simulations of 500, 1000, 3000 and 5000 
nodes are shown in Table 6. Figures 15 and 
16 show the graphs for the maximum 
likelihood estimation and Kolmogorov-
Smirnov test respectively for the simulation 
of 3000 nodes. Graphs for the simulations of 

500, 1000 and 5000 nodes are shown in 
Appendix 3 

Maximum Likelihood Estimation 
N γ K  

500 2,302 0.03274 
1000 2,284 0,03805 
3000 2,293 0,02733 
5000 2,295 0,03573 

Table 6. Values of γ  and K  obtained with the 
maximum likelihood estimation. 

 

Figure 15. Maximum likelihood estimation for 
simulation of 3000 nodes. 

 

Figure 16. Kolmogorov-Smirnov test for simulation 
of 3000 nodes. 

Our SD model therefore generates SF 
networks with reliable values for parameter 
γ . For example, in the case of the 3000 
nodes simulation, K =0,02 corresponds to a 
quantile of 0.999 – see table in Appendix 3; 
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consequently with an observed significance 
level greater than 0,1%, there is insufficient 
evidence to reject the hypothesis that the 
distribution we obtained is a power law with 
γ = 2,293. 
 
In sum, taking into account these results, 
least squares regression and maximum 
likelihood estimation with Kolmogorov-
Smirnov test, together with the Barabási and 
Oltvai (2004) definition of SF networks, we 
can safely assert that the networks generated 
by our model fit SF network properties. 
 
Network Marketing Structures 
 
Second, assuming that the resulting model 
generates a SF network structure, we 
verified that this structure does in fact 
correspond to the logic and the way the 
NMOs’ network is formed over time by 
comparing the empirical results with the 
three relevant issues in the network growing 
process mentioned in Section 2.3. 

Time- 
Step 

No. Nodes 
D1 D2 D3 D4 

1 2 0 0 0 
2 2 1 0 0 
3 2 2 0 0 
4 3 1 1 0 
5 4 0 2 0 
6 4 1 2 0 
7 5 0 3 0 
8 6 0 2 1 

Table 7. Degree distribution from degrees 1 to 4 for 
the first eight time-steps. 

(1) When a new distributor is recruited, only 
one connection is generated to his/her 
upline. This was the variant introduced to 
the McCutchan and Campos-Náñez original 
model. Table 7 shows the degree 
distribution of the network from degrees 1 
to 4 for the first eight time-steps simulated 

in the iThink model. Note that for each time-
step a new node enters the network and only 
one link is made – step one performs the 
initial conditions. 
 
 (2) Distributors interested in the NMO’s 
commission system for recruiting others will 
allow the network growing process and in 
consequence (3) over time it would be 
possible to identify a few distributors who 
have recruited a larger quantity of direct 
downline distributors. This can be verified 
with the graph of the average degree 
distributions for each group simulation. For 
instance, Figure 12 shows that the number 
of nodes decreases as the degree increases.  
Similarly, Figure 9 shows that there are few 
nodes well connected – with large numbers 
of direct downline distributors, and with the 
larger part of the nodes less connected – and 
not interested in recruiting others. 
 
In sum, we can confidently use the SF 
network structures that are generated with 
our model for modeling the structure and the 
process of growth of NMOs. 
 
5. FURTHER STEPS 
 
The constructed model generates the 
structure upon which we can now explore 
the diffusion of products and services 
through NMOs. This section summarizes 
the next steps to take. 
 
Diffusion Processes 
The study of diffusion processes started 
with the analysis of diffusion of innovations 
within a target market. According to Zabkar 
and Zuzel (2002), innovation diffusion starts 
with the launch phase and is influenced by 
the media and interpersonal interactions. It 
is the process by which an innovation is 
spread in a period of time through 
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communication channels within a social 
system. 
 
Traditional diffusion models, e.g. 
Susceptible-Infectious (SI) models, (see 
Sterman (2000)), assume random networks. 
McCutchan and Campos-Náñez approached 
the diffusion process introducing the 
network structure analysis. Using a SF 
network model and SD, they studied the 
model’s behavior in different social 
contexts. They explored how infectivity and 
initial node distributions’ parameters 
influence the diffusion through the network. 
We want to extend that study introducing a 
specific network structure: NM. In this 
paper we have presented the generation of 
the corresponding topology. 
 
Network Marketing Diffusion Process 
In NM structures, the diffusion process is 
represented by the spread of the NMO’s 
products or services through the network. 
As we mentioned previously, once the 
network is established with NM 
characteristics, the distributors must buy and 
consume the products or services in order to 
generate such diffusion phenomena. Owing 
to the fact that the arrays in the obtained 
model guarantee a NM structure, now we 
can use it to proceed with the development 
of such a diffusion process. 
 
We will connect the obtained model to a SI 
structure. Here, the element Degree n will 
be the equivalent to the Potential or 
Susceptible population; in the NM context 
these are distributors within the network 
who are not buying NMO’s products or 
services. A parallel model will be 
introduced to generate the Adopter or 
Infected population representing the number 
of nodes infected with a given degree; these 
nodes represent the distributors within the 
network who are actually buying products 

or services. When a distributor starts buying 
the NMO’s products or services, the 
‘infection’ flow moves the distributor from 
the Potential to the Adopter population. 
 
A central question in diffusion dynamics is 
related to the probability that a node with a 
given degree will become infected – in 
NMOs this means the probability that a 
distributor starts buying products or 
services. This probability depends on two 
parameters. 
 
(1) Probability that a new node will connect 
to an already infected node (c); this is the 
probability that the distributor connects to a 
distributor who is already buying the 
products. 
 
(2) Probability of infectivity (i); this is the 
probability that the distributor connected to 
a distributor who is already buying products 
starts buying them too, i.e. becomes 
‘infected’. 
 
Analysis of Network Marketing Diffusion 
Process 
We are interested in studying how the 
products or services are spread according to 
the NM structures; this will allow us to 
evaluate the advantages and restrictions for 
the effectiveness of the process according 
not only to the NMO structure but also to 
the attributes of the products as well. 
 
Taking into account as a whole the NM 
business model, the NMO’s characteristics 
and compensation plans, the growing 
channel of distributors’ processes and our 
motivation for studying social diffusion 
phenomena, linked to the criticism to 
NMOs, and having a model with these 
aspects integrated, we are interested in 
studying the following aspects. 
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(1) Effectiveness of different NMO 
compensation plans: including different 
values for the PV commissions, for the 
markup profit ranges and for the GV rate 
commissions within the commission 
systems. This is relevant because we can 
inference strategies for achieving better 
results for both NMOs and distributors. 
 
(2) Influence of the characteristics of the 
NMOs’ products or services: including the 
attributes, benefits, price, accessibility, sales 
facilities or difficulties, target market, social 
stratum, gender, likes and acquisitive 
capacity. 
 
(3) Influence of the resources of the NMO 
distributors: these are the distributor’s 
abilities and knowledge. This can be useful 
for studying how these resources can 
accelerate or delay the diffusion process. 
 
(4) Understanding of the network structure: 
how the structure as a whole, along with c 
and i, imposes restrictions or benefits for 
spreading products or services. 
 
(5) Tipping point: estimating how many 
people a particular distributor needs in order 
to be successful or to achieve higher 
income. A further question is how can a 
NMO increase the speed of the diffusion 
process? 
 
(6) Extensions of the model: in addition to 
the SI model, we could evaluate network 
growing and diffusion processes introducing 
the SIR model’s characteristics (see Sterman 
(2000)); this variation allows us to model 
processes in which an infected population 
recovers. This characteristic makes sense 
within the NM business model; on the one 
hand, distributors can change their mind 
about being in the NMO network; and on 
the other hand, distributors can also stop 

buying products or services. The recovery 
rate might depend on an established average 
time or on the degree distribution. 
 
Aspects 1, 2 and 3 can be included and 
combined within the parameter i; in this way 
i would be a function with the form: 

) ' ,
' , (

resourcesrsdistributosticscharacteri
sproductplanoncompensatifi =

 

Also, aspects 3, 4 and 5 can help us to 
understand the NM’s failure factors 
established by Martinez (2007). Finally, 
aspect 6 constitutes another extension to the 
analysis of diffusion processes considering 
social structures. 
 
In short, we will explore how the network 
structure influences, allows or obstructs the 
diffusion process of particular NMO 
products or services. 
 
6. FINAL REMARKS 
 
This paper introduced NMOs as business 
models that can be characterized as SF 
networks. Based on this assessment the 
article is built on the previous work of 
McCutchan and Campos-Náñez in order to 
generate the topology underlying NMOs. 
The study of this business model using 
network theory is rather new. Previous 
academic work has emphasized small-world 
effects in these networks, but we are more 
interested in underlining the way these 
particular networks are formed through time 
and the manner in which such particular 
structures allow and restrict the diffusion of 
goods and services. We highlight the 
flexibility of representation provided by 
McCutchan and Campos-Náñez; the work 
we are presenting here represents a 
straightforward application of their model 
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which allows us now to proceed to construct 
an application for studying different aspects 
related to diffusion processes through 
network marketing channels. 
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APPENDIX 1 

Equations of the Model for Generating Network Marketing Structures 
 
STOCKS: 
Degree_n[Degree_1](t) = Degree_n[Degree_1](t - dt) + (Promote[Degree_1] - 
Conservation_of_Flow[Degree_1]) * dt 
INIT Degree_n[Degree_1] = 2 
Degree_n[Degree_2](t) = Degree_n[Degree_2](t - dt) + (Promote[Degree_2] - 
Conservation_of_Flow[Degree_2]) * dt 
INIT Degree_n[Degree_2] = 0 
Degree_n[Degree_3](t) = Degree_n[Degree_3](t - dt) + (Promote[Degree_3] - 
Conservation_of_Flow[Degree_3]) * dt 
INIT Degree_n[Degree_3] = 0 
Degree_n[Degree_4](t) = Degree_n[Degree_4](t - dt) + (Promote[Degree_4] - 
Conservation_of_Flow[Degree_4]) * dt 
INIT Degree_n[Degree_4] = 0 
Degree_n[Degree_5](t) = Degree_n[Degree_5](t - dt) + (Promote[Degree_5] - 
Conservation_of_Flow[Degree_5]) * dt 
INIT Degree_n[Degree_5] = 0 
Degree_n[Degree_6](t) = Degree_n[Degree_6](t - dt) + (Promote[Degree_6] - 
Conservation_of_Flow[Degree_6]) * dt 
INIT Degree_n[Degree_6] = 0 
Degree_n[Degree_7](t) = Degree_n[Degree_7](t - dt) + (Promote[Degree_7] - 
Conservation_of_Flow[Degree_7]) * dt 
INIT Degree_n[Degree_7] = 0 
Degree_n[Degree_8](t) = Degree_n[Degree_8](t - dt) + (Promote[Degree_8] - 
Conservation_of_Flow[Degree_8]) * dt 
INIT Degree_n[Degree_8] = 0 
Degree_n[Degree_9](t) = Degree_n[Degree_9](t - dt) + (Promote[Degree_9] - 
Conservation_of_Flow[Degree_9]) * dt 
INIT Degree_n[Degree_9] = 0 
Degree_n[Degree_10](t) = Degree_n[Degree_10](t - dt) + (Promote[Degree_10] - 
Conservation_of_Flow[Degree_10]) * dt 
INIT Degree_n[Degree_10] = 0 
 
INFLOWS: 
Promote[Degree_1] = 1+(0*Cumulative_Pn[Degree_1]*rand_1) 
Promote[Degree_2] = IF  
rand_1 <Cumulative_Pn[Degree_1] 
THEN 1 ELSE 0 
Promote[Degree_3] = IF  
(rand_1 >Cumulative_Pn[Degree_1]  
AND  
rand_1 <Cumulative_Pn[Degree_2]) 
THEN 1 ELSE 0 
Promote[Degree_4] = IF  
(rand_1 >Cumulative_Pn[Degree_2]  
AND  
rand_1 <Cumulative_Pn[Degree_3]) 
THEN 1 ELSE 0 
Promote[Degree_5] = IF  
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(rand_1 >Cumulative_Pn[Degree_3]  
AND  
rand_1 <Cumulative_Pn[Degree_4]) 
THEN 1 ELSE 0 
Promote[Degree_6] = IF  
(rand_1 >Cumulative_Pn[Degree_4]  
AND  
rand_1 <Cumulative_Pn[Degree_5]) 
THEN 1 ELSE 0 
Promote[Degree_7] = IF  
(rand_1 >Cumulative_Pn[Degree_5]  
AND  
rand_1 <Cumulative_Pn[Degree_6]) 
THEN 1 ELSE 0 
Promote[Degree_8] = IF  
(rand_1 >Cumulative_Pn[Degree_6]  
AND  
rand_1 <Cumulative_Pn[Degree_7]) 
THEN 1 ELSE 0 
Promote[Degree_9] = IF  
(rand_1 >Cumulative_Pn[Degree_7]  
AND  
rand_1 <Cumulative_Pn[Degree_8]) 
THEN 1 ELSE 0 
Promote[Degree_10] = IF  
(rand_1 >Cumulative_Pn[Degree_8]  
AND  
rand_1 <Cumulative_Pn[Degree_9]) 
THEN  1 ELSE 0 
 
OUTFLOWS: 
Conservation_of_Flow[Degree_1] = IF Promote[Degree_2]=1 THEN 1 ELSE 0 
Conservation_of_Flow[Degree_2] = Promote[Degree_3] 
Conservation_of_Flow[Degree_3] = Promote[Degree_4] 
Conservation_of_Flow[Degree_4] = Promote[Degree_5] 
Conservation_of_Flow[Degree_5] = Promote[Degree_6] 
Conservation_of_Flow[Degree_6] = Promote[Degree_7] 
Conservation_of_Flow[Degree_7] = Promote[Degree_8] 
Conservation_of_Flow[Degree_8] = Promote[Degree_9] 
Conservation_of_Flow[Degree_9] = Promote[Degree_10] 
Conservation_of_Flow[Degree_10] = 0*Promote[Degree_10] 
 
CONVERTERS: 
Cumulative_Pn[Degree_1] = P_n[Degree_1] 
Cumulative_Pn[Degree_2] = P_n[Degree_1]+P_n[Degree_2] 
Cumulative_Pn[Degree_3] = P_n[Degree_1]+P_n[Degree_2]+P_n[Degree_3] 
Cumulative_Pn[Degree_4] = P_n[Degree_1]+P_n[Degree_2]+P_n[Degree_3]+P_n[Degree_4] 
Cumulative_Pn[Degree_5] = 
P_n[Degree_1]+P_n[Degree_2]+P_n[Degree_3]+P_n[Degree_4]+P_n[Degree_5] 
Cumulative_Pn[Degree_6] = 
P_n[Degree_1]+P_n[Degree_2]+P_n[Degree_3]+P_n[Degree_4]+P_n[Degree_5]+P_n[Degree_6] 
Cumulative_Pn[Degree_7] = 
P_n[Degree_1]+P_n[Degree_2]+P_n[Degree_3]+P_n[Degree_4]+P_n[Degree_5]+P_n[Degree_6]+P_n[Degr
ee_7] 
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Cumulative_Pn[Degree_8] = 
P_n[Degree_1]+P_n[Degree_2]+P_n[Degree_3]+P_n[Degree_4]+P_n[Degree_5]+P_n[Degree_6]+P_n[Degr
ee_7]+P_n[Degree_8] 
Cumulative_Pn[Degree_9] = 
P_n[Degree_1]+P_n[Degree_2]+P_n[Degree_3]+P_n[Degree_4]+P_n[Degree_5]+P_n[Degree_6]+P_n[Degr
ee_7]+P_n[Degree_8]+P_n[Degree_9] 
Cumulative_Pn[Degree_10] = 
P_n[Degree_1]+P_n[Degree_2]+P_n[Degree_3]+P_n[Degree_4]+P_n[Degree_5]+P_n[Degree_6]+P_n[Degr
ee_7]+P_n[Degree_8]+P_n[Degree_9]+P_n[Degree_10] 
P_n[Degree_1] = Degree_n[Degree_1]/Total_Membership 
P_n[Degree_2] = (2*Degree_n[Degree_2])/Total_Membership 
P_n[Degree_3] = (3*Degree_n[Degree_3])/Total_Membership 
P_n[Degree_4] = (4*Degree_n[Degree_4])/Total_Membership 
P_n[Degree_5] = (5*Degree_n[Degree_5])/Total_Membership 
P_n[Degree_6] = (6*Degree_n[Degree_6])/Total_Membership 
P_n[Degree_7] = (7*Degree_n[Degree_7])/Total_Membership 
P_n[Degree_8] = (8*Degree_n[Degree_8])/Total_Membership 
P_n[Degree_9] = (9*Degree_n[Degree_9])/Total_Membership 
P_n[Degree_10] = (10*Degree_n[Degree_10])/Total_Membership 
rand_1 = RANDOM(0,1) 
Total_Membership = ARRAYSUM(Weighted_Membership[*]) 
Weighted_Membership[Degree_1] = Degree_n[Degree_1] 
Weighted_Membership[Degree_2] = Degree_n[Degree_2]*2 
Weighted_Membership[Degree_3] = Degree_n[Degree_3]*3 
Weighted_Membership[Degree_4] = Degree_n[Degree_4]*4 
Weighted_Membership[Degree_5] = Degree_n[Degree_5]*5 
Weighted_Membership[Degree_6] = Degree_n[Degree_6]*6 
Weighted_Membership[Degree_7] = Degree_n[Degree_7]*7 
Weighted_Membership[Degree_8] = Degree_n[Degree_8]*8 
Weighted_Membership[Degree_9] = Degree_n[Degree_9]*9 
Weighted_Membership[Degree_10] = Degree_n[Degree_10]*10 
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APPENDIX 2 

Visualizing the Resulting Networks 
 

Adjacency matrix 
An adjacency matrix is a 0-1 matrix which indicates the connections between nodes For a graph with n nodes, 
the matrix will be of size nn× . It is symmetric because the edges are undirected –if node 1 is connected with 
node 5, then node 5 is connected with node 1, and its diagonal is filled with zeros which means that a node 
can not be connected with itself. An example is shown below. The matrix in A represents an undirected 
network with three nodes, where node 3 is connected with both nodes 1 and 2 as shown in B. 

1

3

2⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢

⎣

⎡

011
100
100

A B  

Equations of the model 
 
<< Combinatorica` 
Nnodos = 1000;
min = 0;
max = 0;
pos = 0;  
mat = Table@0, 8Nnodos<, 8Nnodos<D;
mat@@1, 2DD = 1;
mat@@2, 1DD = 1;  
DoB

razon =
Map@Total, matD

iter −2
;

maxRandom = Total@razonD;
r = Random@Real, 80, maxRandom<D;

min = 0;
max = razon@@1DD;

pos = 1;
Do@
If@min < r ≤ max,
pos = i;

D;  
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min = max;
max = max+ razon@@i + 1DD;

, 8i, 1, iter − 1<
D;

mat@@iter, posDD = 1;
mat@@pos, iterDD = 1;

If@Mod@iter, 50Dm 0, Print@iterDD;

, 8iter, 3, Nnodos<
F;

 
 
Resulting networks for different number of nodes 

 

 
Network diagram with n = 100 and γ =2.3108 
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Network diagram with n = 1000 and γ =2.28444 

 
Network diagram with n = 3000 and γ =2.29316 
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APPENDIX 3 

Assessment of the Model for Generating Network Marketing Structures 
 
I Least squares regression 
 
Power law degree distribution graphs 
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Power law degree distribution for ten simulations 
of 500 time steps each 

Power law degree distribution for ten simulations 
of 5000 time steps each 

 
 
Fit distribution graphs 
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Fit distribution for ten simulations of 500 time 
steps each 

Fit Distribution for ten simulations of 5000 time 
steps each 
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Fit distribution graphs excluding the number of nodes of degree 10 
 

 

Fit Distribution for ten simulations of 500 time 
steps each, excluding the number of nodes of 

degree 10 

Fit Distribution for ten simulations of 5000 time 
steps each, excluding the number of nodes of 

degree 10 
 
 
Approximate minimum number of time steps that generate a power-law pattern 
 

 

Average Degree Distribution for ten simulations 
of 150 time steps each 

Fit Distribution for ten simulations of 150 time 
steps each 
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II Maximum likelihood estimation and Kolmogorov-Smirnov test 

 
The maximum likelihood estimator (MLE) and the Kolmogorov-Smirnov test 
 
The MLE estimation maximizes the logarithm of the likelihood function given by (Goldstein, Morris &Yen, 
2004): 

( ) ( )∏
=

−

=
N

i

ixx
1

|
γζ

γ
γ

l  

where ( )γζ  is the Riemann Zeta function. It can be obtained calculating (Goldstein, Morris &Yen, 2004): 

( )∑
=

N

i
ix

N 1
log1

 

where N  is the number of samples or nodes for our model and ix  is the degree of node i . With the value of 
this function the parameter of a power-law function can be estimated by using Mathematica. The 
Kolmogorov-Smirnov statistic can be used in order to test the goodness of the fit (Goldstein, Morris &Yen, 
2004): 

( ) ( ) ||sup * xSxFK
x

−=  

Where ( )xF *  is the hypothesized cumulative distribution function, this is a power-law degree distribution 

with the γ  obtained above and ( )xS  is the empirical distribution function. The resulting K  is finally 
compared with the table that Goldstein, Morris and Yen constructed. This table indicates the quantile values 
and the corresponding K  values for different numbers of N . The quantile indicates the observed 
significance level with which there is insufficient evidence to reject the hypothesis that the distribution 
obtained is a power-law (Goldstein, Morris &Yen, 2004). 
 
Kolmogorov-Smirnov table for testing power-law distributions derived from the MLE 

 
Source: Goldstein, Morris and Yen, (2004, p. 257). 
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Equations of the model for the maximum likelihood estimation and the Kolmogorov-
Smirnov test 

 
DispersionPkFastAll@g_GraphD := Module@

8i, grados, Pk<,
grados = Degrees@gD;
Pk = Table@8i, Count@grados, iD<, 8i, 0, V@gD<D;
Pk = Select@Pk, Ó@@2DD ≠ 0 &D;
Return@PkD;

D;  
MLEKSPowerLawTestFast@l_ListD := ModuleB

8σ, γ, β, n, z, x, rank, l1 = 8<, l2 = 8<, i, j, temp, d, f, aa1, aa2, s<,

n = Total@lDP2T;
s = Table@lPi, 2T Log@lPi, 1TD + 0.`, 8i, 1, Length@lD<D;

σ =
Total@sD

n
;

γ = z ê. FindRootBNBZeta
�@zD

Zeta@zD F m −σ, 8z, 2.`<F;

β =
1

Zeta@γD;

f@z_D := ‚
x=1

z β

xγ
;

l2 = ::lP1, 1T, Hn − lP1, 2TL 1.`
n

>>;

DoB

l2 = AppendBl2, :lPi, 1T, l2Pi − 1, 2T − lPi, 2T 1.`
n

>F;

, 8i, 2, Length@lD<
F;

l2 = Drop@l2, −1D;
d = Table@Abs@H1− f@l2Pi, 1TDL − l2Pi, 2TD, 8i, 1, Length@l2D<D;
aa1 = Table@8l2Pi, 1T, 1 − f@l2Pi, 1TD<, 8i, 1, Length@l2D<D;
aa2 = Table@8l2Pi, 1T, l2Pi, 2T<, 8i, 1, Length@l2D<D;

Print@
ListLogLogPlot@aa2,
ImageSize → 800,
PlotRange → 8All, All<,
PlotStyle → 8RGBColor@1, 0, 1D, PointSize@0.01`D<,
AxesLabel → 8"∆t", "1−CDFH∆tL"<D

D;
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Print@Show@
ListLogLogPlot@Table@1− f@xD, 8x, 1, l2PLength@l2D, 1T<D,
Joined → True,
ImageSize → 800,
PlotRange → 8All, 80.00001`, 10<<,
PlotStyle → Thickness@0.005`D,
AxesLabel → 8"∆t", "1−CDFH∆tL"<D,
ListLogLogPlot@aa2,
ImageSize → 800,
PlotRange → 8All, All<,
PlotStyle → 8RGBColor@1, 0, 1D, PointSize@0.01`D<,
AxesLabel → 8"∆t", "1−CDFH∆tL"<D

D
D;

Return@8γ, β, Max@dD<D;
F;  

g = FromAdjacencyMatrix@matD; 
DPk = DispersionPkFastAll@gD; 

ListPlot@DPk, PlotStyle → PointSize@0.02DD 
ListLogLogPlot@DPk, PlotStyle → PointSize@0.02DD 
MLEKSPowerLawTestFast@DPkD 
 
Graph results of the maximum likelihood estimation and the Kolmogorov-Smirnov test 

Maximum likelihood estimation for simulation of 
500 nodes 

Kolmogorov-Smirnov test for simulation of 500 
nodes. 
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Maximum likelihood estimation for simulation of 
1000 nodes 

Kolmogorov-Smirnov test for simulation of 1000 
nodes. 

  

Maximum likelihood estimation for simulation of 
5000 nodes 

Kolmogorov-Smirnov test for simulation of 5000 
nodes. 

 
 



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /All
  /Binding /Left
  /CalGrayProfile (Dot Gain 20%)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.4
  /CompressObjects /Tags
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJDFFile false
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /LeaveColorUnchanged
  /DoThumbnails false
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams false
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo true
  /PreserveFlatness true
  /PreserveHalftoneInfo false
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 300
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 300
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /ColorImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 300
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 300
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /GrayImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 1200
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile ()
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000500044004600206587686353ef901a8fc7684c976262535370673a548c002000700072006f006f00660065007200208fdb884c9ad88d2891cf62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef653ef5728684c9762537088686a5f548c002000700072006f006f00660065007200204e0a73725f979ad854c18cea7684521753706548679c300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002000740069006c0020006b00760061006c00690074006500740073007500640073006b007200690076006e0069006e006700200065006c006c006500720020006b006f007200720065006b007400750072006c00e60073006e0069006e0067002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200076006f006e002000640065006e0065006e002000530069006500200068006f00630068007700650072007400690067006500200044007200750063006b006500200061007500660020004400650073006b0074006f0070002d0044007200750063006b00650072006e00200075006e0064002000500072006f006f0066002d00470065007200e400740065006e002000650072007a0065007500670065006e0020006d00f60063006800740065006e002e002000450072007300740065006c006c007400650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000410064006f00620065002000520065006100640065007200200035002e00300020006f0064006500720020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f0062006500200050004400460020007000610072006100200063006f006e00730065006700750069007200200069006d0070007200650073006900f3006e002000640065002000630061006c006900640061006400200065006e00200069006d0070007200650073006f0072006100730020006400650020006500730063007200690074006f00720069006f00200079002000680065007200720061006d00690065006e00740061007300200064006500200063006f00720072006500630063006900f3006e002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f00620065002000500044004600200070006f007500720020006400650073002000e90070007200650075007600650073002000650074002000640065007300200069006d007000720065007300730069006f006e00730020006400650020006800610075007400650020007100750061006c0069007400e90020007300750072002000640065007300200069006d007000720069006d0061006e0074006500730020006400650020006200750072006500610075002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA <FEFF005500740069006c0069007a007a006100720065002000710075006500730074006500200069006d0070006f007300740061007a0069006f006e00690020007000650072002000630072006500610072006500200064006f00630075006d0065006e00740069002000410064006f006200650020005000440046002000700065007200200075006e00610020007300740061006d007000610020006400690020007100750061006c0069007400e00020007300750020007300740061006d00700061006e0074006900200065002000700072006f006f0066006500720020006400650073006b0074006f0070002e0020004900200064006f00630075006d0065006e007400690020005000440046002000630072006500610074006900200070006f00730073006f006e006f0020006500730073006500720065002000610070006500720074006900200063006f006e0020004100630072006f00620061007400200065002000410064006f00620065002000520065006100640065007200200035002e003000200065002000760065007200730069006f006e006900200073007500630063006500730073006900760065002e>
    /JPN <FEFF9ad854c18cea51fa529b7528002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e30593002537052376642306e753b8cea3092670059279650306b4fdd306430533068304c3067304d307e3059300230c730b930af30c830c330d730d730ea30f330bf3067306e53705237307e305f306f30d730eb30fc30d57528306b9069305730663044307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020b370c2a4d06cd0d10020d504b9b0d1300020bc0f0020ad50c815ae30c5d0c11c0020ace0d488c9c8b85c0020c778c1c4d560002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken voor kwaliteitsafdrukken op desktopprinters en proofers. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200066006f00720020007500740073006b00720069006600740020006100760020006800f800790020006b00760061006c00690074006500740020007000e500200062006f007200640073006b0072006900760065007200200065006c006c00650072002000700072006f006f006600650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002000730065006e006500720065002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f0062006500200050004400460020007000610072006100200069006d0070007200650073007300f5006500730020006400650020007100750061006c0069006400610064006500200065006d00200069006d00700072006500730073006f0072006100730020006400650073006b0074006f00700020006500200064006900730070006f00730069007400690076006f0073002000640065002000700072006f00760061002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a00610020006c0061006100640075006b006100730074006100200074007900f6007000f60079007400e400740075006c006f0073007400750073007400610020006a00610020007600650064006f007300740075007300740061002000760061007200740065006e002e00200020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740020006600f600720020006b00760061006c00690074006500740073007500740073006b0072006900660074006500720020007000e5002000760061006e006c00690067006100200073006b0072006900760061007200650020006f006300680020006600f600720020006b006f007200720065006b007400750072002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create Adobe PDF documents for quality printing on desktop printers and proofers.  Created PDF documents can be opened with Acrobat and Adobe Reader 5.0 and later.)
  >>
  /Namespace [
    (Adobe)
    (Common)
    (1.0)
  ]
  /OtherNamespaces [
    <<
      /AsReaderSpreads false
      /CropImagesToFrames true
      /ErrorControl /WarnAndContinue
      /FlattenerIgnoreSpreadOverrides false
      /IncludeGuidesGrids false
      /IncludeNonPrinting false
      /IncludeSlug false
      /Namespace [
        (Adobe)
        (InDesign)
        (4.0)
      ]
      /OmitPlacedBitmaps false
      /OmitPlacedEPS false
      /OmitPlacedPDF false
      /SimulateOverprint /Legacy
    >>
    <<
      /AddBleedMarks false
      /AddColorBars false
      /AddCropMarks false
      /AddPageInfo false
      /AddRegMarks false
      /ConvertColors /NoConversion
      /DestinationProfileName ()
      /DestinationProfileSelector /NA
      /Downsample16BitImages true
      /FlattenerPreset <<
        /PresetSelector /MediumResolution
      >>
      /FormElements false
      /GenerateStructure true
      /IncludeBookmarks false
      /IncludeHyperlinks false
      /IncludeInteractive false
      /IncludeLayers false
      /IncludeProfiles true
      /MultimediaHandling /UseObjectSettings
      /Namespace [
        (Adobe)
        (CreativeSuite)
        (2.0)
      ]
      /PDFXOutputIntentProfileSelector /NA
      /PreserveEditing true
      /UntaggedCMYKHandling /LeaveUntagged
      /UntaggedRGBHandling /LeaveUntagged
      /UseDocumentBleed false
    >>
  ]
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [612.000 792.000]
>> setpagedevice


