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Abstract
This paper develops a model to understand self-organizing markets. This kind of
markets is characterized by a highly skewed distribution of firms’ size, so a way
to explain them is by introducing increasing returns to the growth of the firm. In
this paper, besides, urn theory I show how urn theory can be used to

formalize the model suggested in this paper.

1. Introduction

Perhaps one of the most evident attributes of firms is that their size distribution exhibits
properties of self-organizing systems. A system is self-organizing when its components,
initially subject to chaos and randomness, evolve spontaneously into a highly structured but
unexpected order. At least from a statistical point of view, this means that the relationship
between, for instance, the logarithm of the rank of firms and the logarithm of their size is,
by definition, downward sloping. The size distribution of cities, therefore, can well be
described by a very simple power law: the number of cities whose size exceeds S is
proportional to S™, where a often turns out to be a round number like 1 or 2.

Some important empirical studies have shown that firm sizes in industrial countries
are highly skew, such that small numbers of large firms coexist alongside a large numbers
of smaller firms. Gibrat (1931), Simon and Bonini (1958), Ijiri and Simon (1974 and 1977),
as well as others, have suggested a body of stochastic process models in which random
draws from a symmetric distribution of growth rates yield distributions of firm sizes that
are right skewed, following a lognormal, Pareto, or Yule distribution, depending on the
precise structure of the process. More recently, Axtell (2001), using data (from multiple
years and for various definitions of firm size) on the entire population of tax-paying firms
in the United States, shows that Zipf distribution characterize firm sizes. The apparent
inability of the neoclassical theory of the firm, the transaction cost, principal-agent, and
other more recent theories of industrial organization to render a plausible explanation of the
empirical size distribution, has led Axtell (1999) to suggest a microeconomic model, in
which there are increasing returns to cooperation and individual agents self-organize into
productive teams to form firms, as an explanation of Zipf distribution of firm sizes.

Evidently, Axtell’s model represents a major advancement in our understanding of
how firm distribution evolves. However, a theoretical model of the growth of the firm
based exclusively on one increasing-returns mechanism (team learning) does seem to be



capable to capture all the possible sources of growth of the firm. In this paper I suggest a
theoretical model of how firms grow and industrial structure evolves to explain the
emergence and permanence of self-organizing markets. This model consist of a series of
increasing returns mechanisms (positive feedbacks) that interact and cause mutually to
explain the highly skewed distribution of firms’ size. This paper has three additional
sections. In section two, I analyze the sources of increasing returns to the growth of the
firm.

2. Sources of Increasing Returns to the Growth of the Firm

The relevance of a theoretical model about the growth of the firm becomes evident when it
is compared with the traditional theories of the firm. Coase’s (1988) transaction costs
approach and Williamson’s (1975) contracts perspective are of obvious importance to
understand why firms exist and how they can reduce transactions costs. But they say little
about how the firm grows. With his seminal article The Economies of Scale, Stigler (1958)
laid the foundations of how the firm grows. His argument is that the more rapid the rate to
which a firm loses its share of the industry’s output (or capacity), the higher is its private
cost of production relative to the cost of production of firms of the most efficient size.
However, this theory is more a theory of the optimum size of plant (or manufacturing
capacity of the firm) than a theory of the firm of optimum size'. As a matter of fact, many
economists have thought of scale economies as a general notion that explains all the causes
of the firm’s growth. However, there are many other economies that a vertically integrated
firm obtains whose sources are radically different from Stigler’s original interpretation of
scale economies. In what follow such sources of economies are analyzed.

2.1 Scope Economies and Integration Economies

The earliest discussion of the properly combination of all the productive services that are
part of the normal structure of the firm of best possible size has to be attributed to Chandler
(1966, 1977, and 1990). Chandler’s main intellectual contribution was to recognize that, in
order to achieve the lower unit costs, firms had to do a lot more than simply build large
plants. They had to be able to maintain a high rate of throughput through their factories —
that is, to keep their plants operating consistently at high levels of capacity utilization. In
order to maintain a high rate of throughput, firms had to insure that shortfalls in supply did
not disrupt their production processes and that output did not pile up in their warehouses
unsold. The solution, as Chandler saw it, was for firms to bring these activities under their
direct control by integrating backward into raw-material production and forward into
distribution, and by building a managerial hierarchy capable of coordinating smoothly the
flow of inputs and outputs from raw material to final sale. Therefore, through his historical
theory of large business, Chandler has provided empirical evidence of the existence of what
theoretically can be called economies of integration.

Nevertheless, large firms could exploit not only economies of scale and economies
of integration, but also economies of scope. According to Chandler, large firms can reap

! Altough Stigler (1958) sets out his paper by saying that the theory of economies of scale is the theory of
the relationship between the scale and the use of a properly chosen combination of all productive services and
the rate of output of the enterprise, his analysis just focuses on the manufacturing services.



economies of scope by investing large quantities of financial resources in research and
development, which allows them diversify their operations into other industries. Chandler
claimed that firms that reaped scale economies, integration economies and scope economies
improved upon the workings of the market, captured the resulting efficiency gains, obtained
enormous competitive advantages, and over time brought under their managerial authority
larger and larger portions of the economy. The only firms that could compete with them
head to head, he argued, were those that completely duplicated their vertically integrated
structures and managerial hierarchies. Because relatively few firms could raise the
enormous amounts of capital required, these kinds of industries quickly took on
oligopolistic structures.

When The Visible Hand was first published in 1977, Chandler’s synthesis
represented an extraordinary achievement. It provided a respectable alternative to the
robber-baron view of big business that still figures prominently in the industrial economics
literature. It also offered business historians for the first time a framework that made sense
of the many (often antiquarian) histories of individual firms and industries that to that point
largely constituted the field. Most significantly, it focused its attention on the central
economic problem of understanding the changes that had occurred over time in the way the
provisioning of goods and services was organized and drew out the implications of these
changes for the structure of the American economy and for the place of the United States in
the world.

In sum, with his ideas, Chandler went beyond Ronald Coase’s (1988) transaction
costs approach, Oliver Williamson’s (1975) contracts perspective of the firm, and Stigler’s
(1958) original formulation about scale economies, for he found out some of the most
important causes of the growth of the firm. Chandler’s historical account, however, needs
two major improvements: it requires a formal formulation of its findings and a theory of the
possibility of the firm to grow through the expansion of its economic activities to different
geographical regions. The next step therefore is to try to develop a theory of economies of
expansion and rigorous formulation of the way they affect the growth and performance of
the firm.

2.2 Expansion Economies

The theory of economies of expansion is about the relationship between the breeding of the
optimal combination of all productive services of the vertically integrated firm and its
output, revenues and profits. In the model, a vertically integrated firm carries out three
main economic activities: purchasing of inputs, manufacturing and distribution of final
products. Consequently, the firm’s total profits, &, can be defined by
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where p. is price, g,1s quantity and c;is cost of the individual manufactured good i. An

important assumption in equation (1) is that p, —c¢, = @ —where a is a constant—, which

implies that the firm is subject to constant returns. Given that this assumption can be
introduced in equation (1) by assuming that production of good i involves a fixed cost and a
constant marginal cost, it is also assumed that neither costs nor prices can be reduced.



We turns next to define the behavior ofg,, which depends of the following
variables: /., P and D,. I.is the minimum investment or scale required to produce the
inputs of the firm. We assume that if/, < a, then it is neither profitable nor possible to
manufacture the individual good i. This means that the scale of the firm’s plant has to reach
a minimum size a. Pis the minimum investment and scale to process the inputs and
produce the final good. Again it is necessary that P, > b, where b is the minimal size to
make production of the good of the firm possible and profitable.

D. is the firm’s distribution network, which depend on ¢, the transportation capacity

of the firm necessary to bring its products to the final consumer, retailers or wholesaler; w,
the minimum storing capacity needed to distribute final goods, and n, the number of outlets,
stores or particular distributors. Then the firm’s distribution capacity can be defined by

D, = f(t,w,n,m)>d )

The model assumes that each one of the # outlets has a minimum capacity or scale
to function appropriately. This implies that, if the firm distributes its products through its
own outlet chain, each outlet has to have the proper facilities, such as warehouse, counters,
shelves, and etcetera. In the model it is assumed that the firm owns ¢, w, n and m, otherwise
these variables are equal to zero.

The effectiveness of advertising expenditure can be described by
4, = fID,(t,w,n,m)] 3)
That is to say, the effectiveness of advertising depends on ¢, w, n and m, because

while these variables increases, 4, increases as well. This is so because the increasing

availability of the firm’s products due to expanding distribution channels and the use of a
larger number of marketing institutions, each dollar expended in advertising becomes more
effective.
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In the model we assume a mutual causality between 4. and D, (¢,w,n,m), because in
as much as 4, becomes higher the firm the demand for its products grows so it needs to
enlarge its distribution capacities.

We can define the firm’s quantity of goods produce and distributed by
qi:f([n})[aD[aA[) (5)
Given equation (5) it is clear that the only way the firm can increase its revenue is
by augmenting g, , the quantity of goods produced and distributed. But given that g, depends
on/;,P,D,y 4, the only way to increase g,is by increasing I,,P,, D, y A, simultaneously

y proportionally, according to the conditions established above. What we mean by
proportional increases is that a new plant to manufacture inputs (/,,, ), the firm has to open



k new plants to manufacture final goods ( P). If the firm decides to open a new plant to

manufacture final goods, it is necessary that it sets up » new outlets or stores. Obviously k&
and r are whole positive numbers. For instance, if a brewer decides to open a new brewing
and bottling plant, it has also to set up around 600 distribution outlets. The implications
ofl,,P,,D,y A; on the costs, revenues and profits of the firm can be seen diagrammatically

(see Figure 1).

I,P,D, A

7T =IT-CT

z7>0

v

<0 Q

Figure 1

At this point it is important to ask ourselves how much the firm will grow. As a
matter of fact, the growth of the firm is determined by the local, national and international
demand the firm will face. Obviously these demands have limits. For instance, a given
location the firm may open three outlets. If an additional outlet makes decrease the sales of
the other three outlets, the optimal number of outlets for the firms to exploit expansion
economies is three. Therefore, if we divide d; by x, the sale capacity of each outlet, and y,
the production capacity of the firm’s each plant, we obtain the optimal number of outlets at
local level and the optimal number of plant the firm need at local level, respectively. Asd,
d, and d;represents the levels of demand at local, national and international, they also
provide the optimal number of plants and outlets at national and international level, given
that we know the x and y.

Therefore the firm’s level of manufacturing capacity expansion and level of
distribution capacity are given by:
d, d

d,
—=FE,, +=E, and —=F, (6)
X, x X,
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and
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respectively.

With a larger number of plants and outlets or stronger circular causation sets in, so
the theory of expansion economies can be expounded with a simple dynamic model that
exhibit path-dependence and self-organizing behavior. Figure 2 presents a model consisting
of two firms producing an identical good. At time zero firms have the same market share.
Additional market share is won through expansion economies—that is to say, by opening
new plants to produce inputs and final goods and sting up outlets to distribute these goods.
The primary feedback loop that affects the performance of each firm links the number of
plants to produce inputs, the number of plants to produce final goods and the number of
outlets with higher profits.
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proét;f:isﬁnal Expansion Economies

Y /
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Figure 2

This model has an important feature: its behavior is path dependent but not
“tipping”. In other words, the geographical-expansion path each firm takes is foreseen: they
will share the market in a similar proportion (each firm will get 50% of the market), so a
dominant firm will not emerge. This is one of the special cases where there are increasing
returns and path-dependence, but where no firm will oversell the other, unless one of them
has a first-mover advantage. This theory, therefore, is about that special case of markets
subject to increasing returns (expansion economies) to the firm-level. Increasing returns,



however, do not affect the adoption of products; therefore products in the market tend to
share the market according to the geographical area they cover.

The first source of increasing returns contained in the standard textbooks of
microeconomic theory were those which assume constant technology and see concentrated
structure as the result of traditional supply-side scale economies. In many cases large firms
are more efficient than smaller companies because of its scale: larger corporations tend to
have lower unit costs. This efficiency in turn fuels further their growth. However, positive
feedbacks based on scale economies usually runs into natural limits. Past a certain size
companies find growth difficult owing to the increasing complexity of managing a large
organizational structure. From then on, negative feedbacks take over. As traditional
economies of scale generally become exhausted at a scale well below total market
dominance, large firms, burdened with high costs, never grow to take the entire market and
smaller, more nimble firms can find profitable niches in the market. Because of this most
industrial market are oligopolies rather than monopolies.

Negative feedback generated by the difficulties of managing large organizations
(scale diseconomies) indeed interrupts the growth of the firm and the level of industrial
concentration. This situation, nevertheless, may be transient, because firms may be subject
to other sources of increasing returns. Large firms that go through increasing returns
mechanisms other than scale economies may increase their efficiency and overcome the
negative aspect of overgrown organizations. Industries in which scale diseconomies are
counterbalanced by other increasing returns mechanisms, then, may begin to head toward
the extreme of a single winner. The increasing returns mechanisms capable to offset scale
diseconomies are usually related to technological progress, so in what follow I analyze
other major causes of the growth of the firm, namely, the Schumpeterian learning, learning-
by-doing, learning-by-using and demand-side increasing returns.

2.3 Schumpeterian Learning

The most widely accepted theory of technological change among neoclassical
economists is Schumpeter’s (1949). In a Schumpeterian world, scale economies are present
as well, but technology is not a constant. Here the creative role of the entrepreneurs allows
for the introduction of new technologies capable to displacing the establish ones. Most of
Schumpeter’s discussion stresses the advantages of concentrated market structures
involving large firms with considerable market share. According to this economist, it is
more probable that the necessary scale economies in R&D to develop new technologies be
achieved by a monopolist or by the few large firms of a concentrated industry. Large size
firms, besides, may increase their rate of innovation by reducing the speed at which their
transient rents and entrepreneurial advantage are eroded away by imitators. In the absence
of patent protection large firms may exploit their innovations on a large scale over
relatively short periods of time —and in this way avoid rapid imitation by competitors— by
deploying their productive, marketing and financial capabilities. Large firms may also
expand their rate of innovation by imitating and commercializing other firms’ technologies.

Among the economists following Schumpeter’s lead, Richard Nelson and Sidney
Winter (1978, 1982) stand out for having formalized and completed many of Schumpeter’s
original intuitions. Whereas the connection between industrial structure and innovation has
been viewed by Schumpeter as going primarily from the former to the latter, in Nelson and



Winter (1978, 1982) there is a reverse causal flow, too. That is, there is clearly a circular
causality —that is to say, a self-reinforcing mechanism between the innovations and the
firm’s growth. Using this source of increasing return, they describe the evolution of the
concentration of industrial structure in the following terms:

Under a regime of Schumpeterian competition, temporary supranormal profits are
the reward to successful innovation. To the extent that growth is keyed to
profitability, successful innovators grow relative to other firm. If a firm is a
successful innovator frequently enough, or if one of its innovations is dominant
enough, the consequences of successful innovation may be a highly concentrated
industrial structure. In this sense, a clear ‘winner’ may emerge from the
competitive struggle (p. 525).

Further on, they conclude:

Schumpeterian competition is, like most processes we call competitive, a process
that tends to produce winners and losers. Some firms track emerging technological
opportunities with greater success than other firms; the former tend to prosper and
grow, the latter to suffer losses and decline. Growth confers advantages that make
further success more likely, while decline breeds technological obsolescence and
further decline. As these processes operate through time, there is a tendency for
concentration to develop even in an industry initially composed of many equal-
sized firms (p. 541).

Evolutionary economists define innovation very broadly. It encompasses product
and process innovation, opening up of new markets, and acquisition of new sources of raw
material. They also describe the nature of technological progress as succession of major
discontinuities detached from the past and with quite transitory life span. This process of
change is characteristic of certain industries, but it is not the sole kind of technological
change. Technological change can also be continuous. That is to say, technologies improve
constantly in absolute terms after their introduction. The view of technological progress as
a continuing, steady accumulation of innumerable minor improvements and modifications,
with only very infrequent major innovations, has two sources: (1) the accumulation of
knowledge that makes possible to produce a greater volume of output from a given amount
of resources and (2) the accumulation of knowledge that allows the production of a
qualitatively superior output from a give amount of resources. The former source of
technological progress is result of a cost reducing learning process, while the second
category is the result of what is known as learning-by-doing and learning-by-using. Given
that both categories of technological progress are important determinants of the number and
size of firms in a given industry, I analyze them in the next sections.

Costs Reducing Learning

An important aspect of technological change is costs reducing in nature. Henderson (1975),
in the strategic field, pioneered the notion of experience curve as a source of costs
reductions. In economics, Hirsch (1956) has underlined the importance of repetitive
manufacturing operations as a way of reducing direct labor requirements, while Arrow
(1962) has explored the consequences of learning-by-doing (measured by the cumulative
gross investment, which produces a steady rate of growth in productivity) on profits,
investment, and economic growth. However, the historical study on the patters of growth



and competitiveness of large corporations of Alfred D. Chandler (1990) is a major and
detailed contribution to our understanding of the way firm grow by diminishing costs.

Large corporations, according to Chandler, along with the few challengers that
subsequently enter the industry, do not compete primarily on the basis of price. Instead they
compete for market share and profits through functional and strategic effectiveness. They
compete functionally by improving their products, their processes of production, their
marketing, their purchasing, and their labor relations. Big corporations compete
strategically by moving into growing markets more rapidly and effectively than do their
competitors. Such rivalry for market share and profits make more effective the enterprise’s
functional and strategic capabilities, which, in turn, provide the internal dynamic for
continuing growth of the enterprise. In particular, it stimulates its owners and managers to
expand into distant markets in its own country and then to become multinational by moving
abroad. It also encourages the firm to diversify and become multiproduct by developing and
introducing products in markets other than the original ones.

Manufacturing enterprises become larger owing to its investment in new operating
units. It then becomes critical to explain how and why the firm became multifunctional,
multiregional and multiproduct. Chandler (1990) argues that the modern industrial
enterprise rarely continues to grow or maintain its competitive position over an extended
period of time unless the addition of new units actually permits hierarchy to reduce costs; to
improve functional efficiency in production, marketing, and purchasing; to ameliorate
existing products and develop new ones; and to allocate resources to meet the challenges
and opportunities of over-changing technologies and markets. Such process of growth
provides this bureaucratic institution with the internal dynamic that makes it maintain its
position of dominance.

Reductions in costs and efficient resource utilization result from the exploitation of
economies of scale in production and distribution, scope economies (exploitation of joint
production and joint distribution), and decreases of transaction costs. Economies of scale in
Chandler’s analysis differ from those of conventional economics. Economies of scale in
Chandler’s world are those that result when the increased size and efficiency of a single
operating unit producing or distributing a single product reduces the unit cost of production
or distribution of that product. In the older, labor-intensive industries, Chandler says, where
traditional scale economies are prevalent, higher levels of output came primarily by adding
more machines and more workers. In newer industries, expanded output comes by a drastic
change in capital-labor ratios; that is, by improving and rearranging inputs; by using new
and greatly improved machinery, furnaces, stills, and other equipment; by reorienting the
processes of production within the plant; by placing the several intermediary processes
employed in making a final product within a single works; and by increasing the
application of energy.

The economies of joint production and distribution (scope economies) also bring
significant cost reductions. Here cost advantages come from making a number of products
in the same production unit from much the same raw and semifinished materials and by the
same intermediate process. The increase in the number of products produced
simultaneously in the same factory reduces the unit costs of each individual product. These
potential costs advantages, however, cannot be fully realized unless a constant flow of
materials through the plant factory is maintained to assure effective capacity utilization. If



the realized volume of flow falls below capacity, then the actual costs per unit rise rapidly.
In the capital-intensive industries the throughput needed to maintain minimum efficient
scale requires careful coordination not only of the flow of production but also of the flow of
inputs from suppliers and the flow of outputs to intermediaries and final users. When
manufacturer’s volume attains a scale that reduces the cost of transporting, storing, and
distributing products, it becomes more advantageous for the manufacturer himself to make
the investment in product-specific purchasing, marketing, and distribution facilities.

Coordination cannot happen automatically. It demands the constant attention of
managerial team or hierarchy. This step is done by recruiting and organizing of the
managers needed to supervise functional activities pertaining to production and distribution
of products; coordination and monitoring the flow of goods through the production process;
and resources allocation for future production and distribution. Scale and scope economies
depend, to a great extent, on knowledge, skill, experience, and teamwork of managers; that
is, on the organizational human capabilities essential to exploit the potential of
technological processes.

Once the investment in production and distribution is large enough to exploit fully
economies of scale and scope, and once the necessary managerial hierarchy is in place, the
industrial enterprise grows by acquiring or merging with enterprises. Another way to grow
is by taking on units involved in the early or later stages of making products, from
processing raw material to the final assembling or packing. The third way of growth is to
expand geographically to distant areas. The fourth is to make new products that are related
to firm’s existing technologies or markets. The initial motive for the first two strategies of
growth is usually defensive: to protect the firm’s existing investment. As for the other two
strategies, firms use their existing investments and above all their existing organizational
capabilities to move into new markets and into new business.

Although the barriers to entry raised by a first mover’s investment seem
intimidating, challengers do appear. They enter a given industry most often when rapid
demographic changes alter existing markets and when technological change creates new
markets and diminishes old ones. But in those industries where scale or scope provide cost
advantages, the number of players remain small and there is little turnover among the
leaders. These industries quickly become and remain oligopolistic and occasionally
monopolistic. It is clear, therefore, that accumulated experience in production, organization
and distribution —cost reducing learning— is another factor that reduces considerably the
perverse effects of negative feedback caused by scale diseconomies, and otherwise firms
would not have incentives to add new units to their established organizational structure.

Learning-by-doing

An important part of the literature on business competition assumes that firms compete
mainly in cost-reducing competitive advantages, especially those achieved through scale
economies, scope economies, and innovations in production and organizational processes.
In this literature technical progress is implicitly treated as the introduction of new processes
that reduce costs of producing essentially unchanging products. Notwithstanding, there is a
category of learning known as learning-by-doing (Rosenberg, 1982), which enhances the
qualitative aspects of final products.
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Western industrial societies today, Rosenberg (1982) argues, enjoy a higher level of
material welfare not merely because they consume larger per capita amounts of the goods
available. They have also made available improving forms of rapid transportation, instant
communication, powerful energy sources, life-saving and pain-reducing medications, and
other goods that were undreamed of one or two centuries ago. Therefore, ignoring product
innovation and quality improvements in products is to overlook what well has been on of
the most important long-term contributions of technical progress to human welfare. Many
products, such as beverages, toothpaste, soap, clothing, VCRs, TV sets can be subject to
improvements. Such improvements, however, are marginal when compared with the
amazing rate of development that other products and technologies can reach. Automobiles,
aircraft, flight simulators, computers, and nuclear reactors are very complex technologies
and, as a consequence of this, have a tremendous capacity of being enhanced.
Consequently, the competitive behavior of the firms that produce these technologies
consists not only of the innovative acts they perform to improve production, organizational,
and distribution processes, but also from the efforts to improve constantly their products.

To exclude product innovation from technical progress, especially when we are
considering long historical periods, means also to neglect one of the main forces reducing
the impact of negative feedback and, consequently, one of the primary propellers of the
number and growth of the firm. All growing industries eventually experience a slowdown
in growth as the impact of costs-reducing learning diminishes. Continued rapid growth,
therefore, can only come from other sources of increasing returns such as leaning-by-doing.
Ford, for example, keeps its dominant market position in the world automobile industry not
only for the application of costs-reducing innovations —such as the application of mass-
production to manufacture the T Model at the beginning of this century—, but also for
qualitative improvements incorporated into its final products.

If this company had continued producing T model cars, eventually it would have
had to go out from the industry, even though it had considerably improved its original
mass-production process. In fact, one of the main failures that Henry Ford committed was
to have trusted heavily in his production process. Afterward, when GM started producing
better and a larger variety of automobiles, Ford had to turn to product innovations and
qualitative improvements of products and use them as strategic weapon to survive in the
industry. Learning-by-doing seems to be overwhelmingly more powerful than scale
diseconomies in the automobile industry, since for decade this increasing returns
mechanism has made its companies and its level of concentration grow constantly.

Learning-by-using

With respect to a given product, Rosenberg (1982) distinguish between that kind of
learning that is internal to the production process (learning-by-doing) and that which is
generated as a result of subsequent use of that product (learning-by-using). The later
category of learning begins only after a certain new product is used. In an economy where
complex new technologies are common, there are essential aspects of learning that are a
function not of the experience involved in producing a product but of its use by the final
consumer.

The optimal performance of durable goods (especially complex systems of
interacting components) often is achieved only after intensive and prolonged use. In the
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aircraft industry, for instance, the attainment of high standards of reliability is a major
concern, in particular during the development stage. But it is only through extensive use of
aircraft by airlines that faults are discovered and eliminated and detailed knowledge is
gained about metal fatigue, weight capacity, fuel consumption of engines, fuselage
durability, minimum servicing, overhaul requirements, maintenance costs, instruction
manuals, and so on.

Demand-side Increasing Returns

In the economy there are increasing returns mechanisms that come from the demand
side of the market, not just from supply side. For the risk-averse and imperfectly informed
consumer it becomes more attractive to adopt the widespread technology or product.
Minimizing the risk of purchasing a defective technology or the cost of searching for an
adequate one introduces a reputation or informational feedback that may produce a
disproportionately high selection of the best-selling option.

Informational or reputation feedback occurs in the following situations. First, when
the complexity of the technology or product in question is such that consumers try to
reduce uncertainty by asking to previous purchasers their experience with these
technologies (Arthur and Lane, 1993). Second, in other situations the source of uncertainty
is not the complexity of the technology, but the large quantity of options the consumers
face. For instance, no person has the time to see all films or theater plays; to attend all
concerts; to read all books; or to listen all recordings available in the market place (Frank
and Cook, 1995). One is forced to choose, and the best way to do so is by confine one’s
attention to the best-sellers lists, which are not necessarily the best. Third, in a market
where the quality or value of a product is defined on the basis of arbitrary and short-living
conventions, rather than strictly on the basis of lasting objective value, consumers usually
tend to follow the expert’s opinion. This kind of easy-to-manipulate, reputation-driven
market success is typical of markets for highly symbolic products (e.g., many art markets,
fashion wear and luxury items), which also will result in a disproportionately high selection
of one of the options. Finally, the most preeminent and common kind of reputation effects
in the economy, arise plainly as a result of a well-timed and very aggressive advertising
campaign. This self-reinforcing mechanism —and the lasting market dominance that it
causes— might be quite unrelated to relative added value, but it certainly might produce an
excessive predilection for one of the options.

3. Toward a General Theory of the Growth of the Firm

The idea of technological progress as a facilitator of economic growth and improved
welfare was advanced long before economists became concerning with measuring its
impact. It remained, however, for Schumpeter (1942) to suggest the distinction between
price-taking firms and perfect competition markets and those firms and industries most
favorable to rapid technological progress. In Schumpeter’s view atomistic firms competing
in a perfect competition industry is a suitable means for static resource allocation, but the
large firm operating in concentrated markets was the “most powerful engine of progress
and ...long-run expansion of total output” (Schumpeter, 1942: 106). Schumpeter’s thesis
encouraged a large body of empirical literature in the field of industrial organization. Most
of this literature focused on two hypotheses associated with Schumpeter’s assertion: (1)

12



innovation increases more than proportionally with firm size and (2) innovation increases
with market concentration.

The most authoritative review of the empirical evidence of the relationship between
innovation and firm size and market structure is Cohen and Levin (1989). These authors
observe that the empirical results on the Schumpeterian relation are accurately described as
fragile. They note that the lack of robust results seems to arise in part from the
inappropriate attention to the dependence of these relationships on more fundamental
conditions. From their overview Cohen and Levin (1989) draw the basic methodological
lesson that the omission of important and potentially correlated variables that influence
innovation can lead to misleading inferences concerning firm size and concentration. “A
clear implication, Cohen and Levin (1989: 1078) conclude, is that further evaluation of the
Schumpeterian hypotheses should take in the context of a more complete model of the
determinants of technological progress™ .

In this chapter we have moved beyond the Schumpeterian hypotheses and focus on
a more complete model of business competition. Specifically, we have identified other
fundamental determinants of technological change that affect the mutual link between firm
size and market structure. These determinants —which in our analysis take the form of
increasing returns mechanisms— are usually studied as if they work independently from
the other. But there are not many cases of industries where one single mechanism acts in
isolation from the other sources of increasing returns. Therefore, the growth of the firm and
the evolution of skewed industrial structure, more than the result of a single a self-
reinforcing mechanism, are the effect of the combination of the several sources of
increasing returns, which overlap and feed back upon one another. As depicted in figure 2,
the unification of the resource-based loop, the Schumpeterian loop, scale economies, the
different categories of learning, and demand-side increasing returns (reputation) —loops A,
B and C, respectively, in figure 2— constitutes a simple but useful model quite capable to
explain in an endogenous, dynamic way the number and growth of firms in a given
industrial, and, in a wider context, the gap in economic performance which is often said to
exist among economies.

In the model sketched in figure 2 the positive relationship that runs from industrial
structure to efficiency operates through the accumulation of rare resources, innovations,
scale economies, reputation, and the different aspects of learning. This dynamics, over
time, makes costs fall as learning accumulates, new technologies are developed and
improved, and firm-specific factors are amassed and exploited due to output increases. As a
result of this mutual causality, market share and production levels increase, price falls,
profitability rises, with which relatively profitable firms expand continually while
unprofitable ones contract uninterruptedly.

A relevant aspect of the structural determinants of the number and size of firms in
an industry suggested in this model is that, when one of them is exhausted, causing a
slowdown in the growth of the firm, the other mechanisms may be activated, which may
allow for a further period of continued rapid growth. When the firms of a given industry are
capable to accumulate firm-specific resources, innovations, costs reducing learning,
qualitative product innovation based on learning-by-doing and learning-by-using, and
reputation, these firms usually use them as, strategic weapon. In doing so, they are capable
not only to neutralize but also to overwhelm the negative effects of complex, overgrown,
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hard-to-manage organizational structures that arise from their constant growth. The process
can take a long period of time, but eventually the sources of increasing returns can drive the
markets toward increasingly skewed industrial structures.
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Figure 3. Increasing Returns: A Preliminary Model of Firm’s Growth

For instance, in the commercial aircraft industry competition principally involves
considerable development costs, continuous improvements in aircraft models, technology
and product support, so this industry exhibits substantial scale economies, large scope for
learning-by-doing, learning-by-using, and reputation effects. Because of this, the
commercial aircraft industry has been characterized by an increasing skewed industrial
structure. Recently, the structure of this industry, after the acquisition of McDonnell-
Douglas by Boeing, was reduced to one dominant firm in the United States’. In the world
aircraft market Boeing only competes with European Airbus. It is obvious that the merge of
the two main manufacturers of the American aircraft industry should have brought about
some gain in efficiency, which counterbalanced the diseconomies owing to the managing a
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more complex organization. Otherwise, the merge would not have taken place or would
have been the result of irrational behavior.

The structure of some industries does not seem to head toward monopoly. However,
over time, their level of concentration has increased substantially. The world automobile
industry, for instance, in 1970 was composed of at least 40 major competitors. In 1998,
with some merges and acquisitions, the number of the main manufacturer was reduced to
171'°. Because of the large possibilities to accumulate cost reducing learning and the large
scope for qualitative product improvements in the world automobile industry, both the
number and the homogeneity of the firms competing in this industry are expected to
decrease even further in the future. Here, again, benefits due to both costs reducing learning
and qualitative product innovations brought about by merges and acquisitions are larger
that any cost created by scale diseconomies.

Scale Economies
Schumpeterian loop
Rare Resources
Knowledge
Reputation

Industrial Structure l > Performance Firm size E

Figure 4. Revision to the Traditional Industrial Approaches

Another interesting aspect of this preliminary model is that it also offers an
endogenous explanation of the number and size of firms. In contrasts with the traditional
economic views —that see industrial structure {number of firms) as an exogenous variable
and assume homogenous firms— and the strategic paradigms —which are focused first and
foremost in explaining heterogeneity among firms within a industry—, our preliminary
model recognizes that the strategies choices and acts of the firms have an effect not only on
the performance and size of the firm itself, but also on the structure of market. Then, as
depicted in figure 3, in the general model causality run not only from conduct to
performance and from performance to the size of the firm, but also from the later to
industrial structure.

Obviously, other economists have suggested models where industrial structure is
endogenous, but they do it by establishing a relationship between industrial structure and
innovation or industrial structure and cost reductions and so on (cf. Nelson and Winter,
1982, Chandler, 1990). In our general model, in contrast, industrial structure is caused by a
combination of various increasing returns mechanism. Here, then, the combination of
accumulation of resources, product innovation, scale economies, costs reducing learning,
learning-by-doing, learning-by-using, or reputation enhances the performance of the firm
and determine, to great extent, the level of skewness of the structure of the industry where it
competes.
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4. Self-Organizing Markets and Urn Theory

The way of seeing the evolution of the growth of the firm and the evolution of industrial
structure suggested in this paper provides a completely new perspective to investigate more
thoroughly the consequences and policy implications of self-organizing markets. But how
can we look at these consequences and implications from a formal (mathematical) point of
view? The right answer to this question seems to be urn theory or Polya processes (Arthur,
1994, Arthur, et al. 1987, Dosi and Kaniovski, 1993). To understand the relevance of this
analytical tool to self-organizing markets, we can start with the simple model formulated by
Arthur (1994). In this model it is assumed that a new product is produced in each period of
time and randomly assigned to one of two regions. The process of assigning a product to a
firm can take two different paths depending on whether there are increasing returns or not.

If increasing returns are not present, then the process of assigning a product to a
region depends on the probability i that a new product is assigned to firm 1 or 2. i is
independent of earlier assignments and the existing concentration of production. For
simplicity it can be assumed that both firms have a probability i of 0.5 to produce a new
product per period of time. The long term behavior of a model without increasing returns is
quite clear. Since random assignments at each period are independent from one another, the
law of large numbers applies so each firm’s market share has to converge toward a constant
assignment probability for this region, that is to say i=0.5. If the random process is repeated
many or an infinite number of times, the process will fluctuate in its early phase but will
always converge toward the long term share of i=0.5. The fluctuations in the early part of
the process result from the fact that the addition of one product has a larger impact on the
firm with a small accumulated production than in a firm with a greater accumulated output.
However, these fluctuations disappear over time. This corresponds to the typical growth
process of the traditional neoclassical growth theory.

When there are increasing returns random assignments at each period are dependent
both on one another and the accumulated production so that markets shares converge
toward a different value in the long term. From a mathematical point of view this process
can be described by assuming that the assignment probability at a certain point in time is
equal to the shares at that time, which is known as a Polya process. From the theory of
Polya it is known that such a process converges to a stable set of proportions in the long
run, but although this vector settles downs and becomes eventually constant, surprisingly it
settles to a constant vector that is selected randomly from a uniform distribution over all
possible shares that sum to 1.0. Thus, although the process will settle down to a certain
regional distribution of companies and then remain constant over time, each possible
outcome is equally likely. In other words, we know that this process will produce a stable
spatial structure but we do not know a priori what this structure will be. As in the model
without increasing returns to industrial polarization, there are strong fluctuations early on.
But they do not disappear over time. On the contrary, they determine the long term result of
the process. A firm that accumulates production early on in the process because of good
luck will end up with a higher market share in the long run, while the firm that accumulates
fewer products early on will end with a lower market share.

Arthur (1994) and Arthur et al. (1987) developed mathematical tools to address this
kind of dynamics. They start with a simple geographic model where firms in an industry
decide to locate in one of N possible regions subject to no agglomeration economies. Firms
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are well-informed about the net present value of settling down in each location at the time
of their choice. The firms in an industry differ in location needs. In this simple model

Arthur condenses all benefits, r} , to firm [ from locating in site j, into two components:

r=q;+g(,) (1)

where q’/ is the geographical benefit to firm / for settling down in location j and g(y,)is
the net agglomeration benefit from having y, firms already located there when the decision

1s made. Firms are supposed to be drawn from ¢ =(q,,4,,....q, ), a vector of each firm’s
location preferences for each available site, from a given distribution F' of potential firms
over locational tastes.

To compute the probability that an entering firm chooses location j, it is supposed
that there are y,,y,,...,», firms already in location 1 through N, respectively. Then the
probability that the next firm chooses j over all other sites is:

p, =Profg, + gy )] -lg, + g all i # j} 2)

Arthur (1994) modeled the location pattern of firms under increasing returns using a
basic urn scheme with white and black balls, with each color corresponding to a different
type of firm. At its initial state, the urn contains ,,, white balls and ,, black balls, and a ball

is added at subsequent time instances t = 1, 2, 3, ..., N. The probability of this ball being
white is given by f, (x,), and the probability for a black ball is 1 - £, (x,), with the random

variable yx, standing for the proportion of white balls in the urn at time ¢. The dynamics
followed by the number of white balls , depends on a random binary variable &, (x,) that is
independent of time and takes on values from the subset of integer numbers: [1 with

probability f, (x,), 0 with probability 1 - £, (x,) ]. This dynamic is modeled by
Wz+1:Wt+€g; (Xt)a (3)

where it is established that the number of white balls at each period remains the same (with
probabilityl- £, (x,)) or it increases by one (with probability f,(X,)): w1 =w OF w1 =w +1.
The dynamic that rules the total number of balls y, in the urn at time ¢ is given by:

7[+1 = nw+ np +1 (4)

which is increased by one at each time period.

The proportion of white balls x,,; in the urn at time 7+/ is obtained by dividing the
number of white balls wy:; by the total number of balls y.1,

_wite, (X)) _ W, +&, (X)) (ny+np+t=1) _ it wi—wit (nwtmp -1 ¢, (X))
T ettt (it D+t —1) (nwtnp+ Oy +tnp+t—1)

(5).

In order to have the current value of x,,, expressed in terms of its previous value
X, plus an increment Ay, , the following algebraic manipulations have to be performed:
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(nw+nb+t)W[ +(nw+nb+t_1)§t (Xt)_Wt (6)

X = )
T Gt Ot mp =) G+ Oy 1)
(nw+np+t-D& (X)) Wy
Xyt = Wy n nw+nb+t—1 nW+nb+t—1 . (7)
nw+nh+l—1 (nw-i-nh-i-l)
Since y,=— " and y,, = y,+ >t X0~ X: then expected value for the increment in x, is
nw+nb+l‘—1 (I/lw+l/lb+t)
given by the relation:
E gt(Xt)_Xt _ [l'f;(Xt)+0'{l_f;(Xt)}]_Xt - ft(Xt)_Xt (8)
(nyw+np+1) (nyw+np+1) (nyw+np+1)

The fluctuations at the beginning of the process take a value according to
—ISf(X¢)=X¢<1, but eventually the fluctuations in aAx, tend to zero, and x, reaches a
steady state f,(x,)-x,=0. Therefore, it is said that the probability of the event

‘ fi(xp- Xt‘ ~( converges to 1 as t — oo with zero or positive probability; and for an

isolated root @, the fastness of the convergence of f,(x,) - x,=0 in a neighborhood around
®, depends on the smoothness of r (x, at ®. Another useful way of describing the
previous properties of this urn scheme is by defining a function s(x,  such, that
f,(x)=f(x)+s(x) and in the [imit t — o, §s(x,)approaches 0, and

f,(x,)approaches f(x,).

This simple urn scheme displays positive feedback and two patterns of evolution
reaching a steady state. However, the behavior of x, over time may describe trajectories

with random walks approaching a limit that can take on any value from the subset of real
numbers: [0, 1]. For instance, let us consider the case of two competing locations 4 (with ny
> 1 firms) and B (with ny > 1 firms) such that a new firm has to decide where to locate at
time instances = 1, 2, ..., N The pattern of location of both firms is clearly modeled by the
previous urn scheme where the function r(y,) is constructed according to the decision rule

that the new firms use to make their choice.
As an example, considered the following basic rule: if at least FTH firms of the type

A are located in a region the new firm will choose A, otherwise B. The function r(y,) that
represents the probability of the new firm choosing 4, depends on the current proportion y,
of firms in location 4,

)= 3 — T x i a-xp) )
i:'l—l (V—l)!
2

We are interested in the solution of f (x,)-x,=0 on x,=e[0,1]. There are three roots

on the subset of real numbers [0, 1]: 0,%, and 1; however, there is no possible locational
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structure corresponding to the root X,:%; ie., x, converges to this root with zero

probability as t — «. On the other hand, the roots 0 and 1 correspond to possible locational
structures, i.e., y, converges to each of them with positive probability: y,— 1, which

corresponds to the probability for 4 to dominate (being greater than%) if the initial number
of firms n,4 of the region A4 is greater than the initial number of firms of region B.

Buendia (2003) has developed a generalized urn model that can be suitable to
explain combinations of negative and positive feedback, “jumps” and other types of
perturbations. Specifically, he extended the classical models called generalized urn schemes
beyond the traditional case of multiple independent urns with multiple additions and two
colors —these schemes were just described in the previous paragraphs— to the cases where
multiple dependent (or independent) urns with several additions (or withdrawals) and
several colors are considered. For instance, to model the evolution of locational patterns in
the case of two regions and multiple firms settling down in a given region at the same time,
the previous urn scheme is extended to the case of multiple additions. Here, each color can
be considered a given geographic region. Red balls, for instance, can stand for region 4,
white balls can represent region B, black balls can be region C, and so on. The number of
ball of a given color can represent the different probabilities that a new firm choose one
region over the other regions. The additions (or withdrawals) of 1, 2, 3 or n number of ball
of a same color can represent the impact of, for instance, new urban infrastructure on the
rate of growth (decrease) of the cluster.

This scheme considers the addition of m > 0 white and n > 0 black balls (or m firms
in region 4 and » firms in region B) at time instance ¢, with m and » being the values taken
by the components of a two dimensional random vector g X)=IEX)EXD with each

component independent of ¢, and both of them not being mutually exclusive, i.e. the
occurrence of one does not preclude the other from happening. The random variable x, is

the proportion of white balls in the urn at time ¢, and the behavior followed by the number
of white balls y, and the total number of balls y, in the urn over time is given by

Wt+1=Wt+§i(Xt)7 (10)

Y=V EHXD+E (XD (11)

where the initial conditions of the urn are defined byw,>1, 5> 1, andy,=y,+p5,. The
proportion of white balls x,,, in the urn over time is obtained by dividing v,,, by y,,,,

t t Wt|:1+§1(Xt)+§2(Xt)‘|_Wt51(X1)+§2(Xz)+§;(Xt)
- wits (X)) wi+81(X)) _ 7 7 (12)
PSS [H &)+, om} . [H &)+, (X,)}
7i Vi

In order to have the current proportion expressed in terms of its previous value
plus the new white balls thrown to the urn A , :
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$1(x)+&5(x) CX)+E (X
" l+172] foxy - 2B E(X) - X [E (XD + & (X))
Xi= 4 SR . 1100 v I OLs BLLOINGE)
7[1500«:@)] 7[1500«5001 , [lfmm]
Vi /£ Vi
The probability of the random vector ft (X)) taking the valueI= {m} is given by its
n

conditional distribution, P (5 (X)=D=p (LX) and depends on the current value of x,. The
expected value for the number of total balls added to the urn at time ¢ is
t t 2 —
E[fl(X'“fz(X')]:ZoZo(’"*”) p. LX) (14)

The expected value for the proportion of white balls added to the urn at time ¢
depends on the proportion of white balls x, and total number of balls y, at time :

. EX)-XIEX)+E X X (15)
y 1+€1(X,)+§2(X,) m=01=0 7/I[H_m+nJ
' 7. 7.

Eventually, as t+ — oo, the proportion of white balls reaches a steady state and its
increment A x, —0. Thus, lim E{A x,} =0, implies that i, x,=the set of zerose[0,1]for

[—>o0 t—oo
which,

lim Y. Y m— X, (m+m)] p (1.X)=0- (16)

t—e0 m=0 n=0
We are interested in the probability of region A (region B) being choosen by all
firms, i.e. the probability of x, —1 ( x, —0). This probability is modeled by a steady state
component p(x, =1), and a transient parts,(x,):

pt(thl)zp(Xt=1)+§t(Xt) (17)

The transient part vanishes as t—o, so that it can be ignored. As an example of how the
steady state component is modeled let us consider that a new firm uses the following rule to
decide what region to settle down: it asks » > 3 firms what region they have chosen, and if
at least ar (a is a real number in (‘2, 1]) of them settled down in A4, it will situate in 4;
otherwise, he will settle down in B. The probability of the new firm to choose 4 at time ¢ is:

r!

px, == ¥ —x,/ (-x) " (18)

i=lar] (¥ —0)!

Thus, the expression for A x, as t—o and x, —1 becomes
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N t 1 0
lim > X[m—Xx,(m+ n)]pﬂ X } th = [mp([ } X,]— X, (m+ n)]pﬂ } th (19)
t—o0 m=0 n=0 I_Xt 0 1

This is an example of how the tools of the generalized urn model (Buendia, 2003)
are suitable to describing in a formal way dynamic systems such as industrial clusters and
self-organizing markets irrespective of the number of variables and the relationships that
exist between them.

5. Conclusions and Final Remarks

This paper develops a model of how increasing returns mechanisms combine themselves to
generate self-organizing markets, which produce highly skewed distribution of firm sizes. It
also suggests that the introduction of urn schemes into the growth of the firm should
improve considerably our understanding of the emergence and evolution of self-organizing
markets. From the ideas outlined in this paper we can draw two fundamental lessons. First,
the emergence and evolution of self-organizing markets are associated with a large number
of variables that interact in various ways, thus it seems appropriate to introduce the tools of
system dynamics to the study of economic geography. Second, the generalized urn model is
a suitable mathematical tool to formally model self-organizing markets.
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