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Abstract

This paper briefly defines and describes the Pathway Paticipation Metric (PPM), a
mathematicd cdculation that can hdp to identify the linkages between the structure and
behavior of a dynamic sysem. PPM has been implemented in an experimenta piece of
software called Digest, which we then present. Digest is not a smulaion language, but
rather a companion to any commercid system dynamics package, which accepts a text
verdon of a gmulaion modd and peforms pogt formulation andysds of the modd.
Digest detects and displays which feedback loops ae mog influentid in explaning a
sdlected pattern of behavior in a modd. Output from a sample Digest run is presented
and described.

System Stories: Understanding How and Why Patterns of System Behavior
Arise from Most Influential System Structure

An important purpose of most sysem dynamics modding efforts is to hedp managers
better understand the systems which they manage and in which they live. One key task in
this search for indghtful, sysem leve underganding is the teling of “sysem dories’ --
coherent, dynamicaly correct explanaions of how influentid pieces of sysem dructure
give rise to important patterns of system behavior™.

A key tak in creating system dories is accurady detecting exactly what part of the
gysdem dructure gives rise to (or contributes most importantly to) some pattern of
behavior identified in one or more smulation runs.  Richardson (1996) has identified this
task as one of the key research problems presently facing the field of sysem dynamics.

Over the years, this problem has been examined usng a range of gpproaches (Graham,

1 Of course, other valid purposes for client-based systemswork exist. For example Senge (1990) and many
others advocate the use of Systems Thinking approaches that do not rely on formal simulation. However,
these approaches may suffer from other conceptual limitations starting with something as simple as proper
interpretation of causal-loop diagrams (Richardson, 1986).



1977; Forrester, 1982; Eberlein, 1984; Kampmann, 1996; Davidsen, 1991; Ford, 1999,
and Saleh, 2002.

Despite the importance of understanding the linkages between the dructure and dynamic
behavior in dmulation models, tools to accomplish this task are lacking. Mog skilled
practitioners gpproach the chdlenge of identifying the most influentid sructure with
some combination of intuition and analyss coupled to a program of repested smulations,
testing hypotheses about what sructure controls what behavior in a controlled way with
ome of experimenta logic? Years of experience with sysem dynamics modes is
needed for launching artful hypotheses and testing them via repeated smulation, and no
satisfying accounts exig in the published literature prescribing a precise set of seps for
completing this key task. Even experienced modders experience difficulty in teding
their hunches about the connection between structure and behavior.

For linear dynamic sysems, some mathemdaicd tools exis to make this trid-and-error
process more tractable. Indeed, modes of overdl system behavior have a clearly dfined
meaning for linear sysems. Sysem behavior is undersood to aise from a linear
combination of the dynamics associaed with the egenvdues of the liner matrix of
gysem dructure.  Hence, the cdculation of a sysem’'s eigenvaues can go a long way
toward describing overal behavior modes of alinear system (Eberlein, 1989).

Closdly coupled to eigenvadue andyss of dominant modes of sysem behavior is the
notion of “dominant loops” Usudly thought of intuitivdly as the feedback dructure
“most important” in determining some portion of the dynamics of a system, dominant
loops can be seen as a reduced set of closed feedback paths that contribute most to the
overdl behavior mode of a modd. Indeed, for linear systems, one can work out
mathematical relationships between a st of such dominant loops and the system’s
eigenvalues (Forrester, 1983; Kampann, 1996). Nonlinear systems, however, have the
cgpability to shift loop dominance and therefore require more than what egnevalue
andyss can provide (Mosekilde, 1996; Forrester, 1987).

The work presented in this pagper continues in the line of eigenvalue and dominant loop
andyss in that it continues the search for forma andytic gpproaches to support the
detection of which pieces of sysem dructure contribute most to sdected patterns of
system behavior. However, in contrast to previous atempts to solve this problem, our
approach does not focus on eigenvalues or on dominant loops as the key building blocks
of influentid sysem structure®.  Rather pathways, links of causa structure between two

? For example standard texts in the field such as Richardson and Pugh (1981)describe an
gpproach to modd andysis that relies on repeated smulations, as does Goodman (1974)
and Sterman (2000).

3 Indeed, the PPM method can be reated to eigenvaue andyss.  Appendix B
demondtrates that for a second order linear system, the PPM method produces vaues that
are mathematically related to the two egenvaues of the sysem. The same result can be
shown to hold for higher order linear systems.



system stocks, are envisioned as the primary building blocks of influentid structure®  Of
course, one or more pathways can define closed feedback loops. Under this new
gpproach, some combinations of pathways (some of which form closed feedback loops)
define the mog influentid sysem dructure.  This mog influentid sysem dructure,
explicitly linked to a pattern of behavior identified by the modder, forms the bass for
cregting indghtful sysem dories.

This paper briefly reviews the conceptud underpinnings of this new pathway-determined
gpproach and then presents an experimental piece of software, Digest, that can be used to
implement this gpproach.

Pathway Participation Metrics (PPM): A Mathematical Algorithm for Detecting
Mogt Influential Structure

Mojtahedzadeh (1996, 1997) has proposed the Pathway Participation Metrics (PPM) as a
mathematica tool that could hep support modder intuition in deding with the task of
unraveling relaionships between system dructure and sysem behavior. The basic
behaviord building block of the PPM is a sngle phase of behavior for a sngle variable.
A dngle phase of behavior for a sdected variable is a time dice of the smulaion where
the sdected varidble mantans the same dope and curvaure (fird and second time
derivatives). Hence, there are seven patterns of behavior that may exis within a single
phases (1) reinforcing growth, (2) linear growth, (3) baancing growth, (4) reinforcing
decling, (5) linear decline, (6) baancing dedline and findly, (7) equilibrium. Fgure 1
depicts these saven patterns of behavior.
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Figure 1: Seven patterns of over time behavior

* Actualy, while most pathways are from one system state variable to another, some
pathways can connect a Sate variable to an ordinary auxiliary variable found in the
system “between” two or more state variables. See Mojtahedzadeh (1996) for amore
formd definition of a pathway.



The PPM approach begins when the modder andyst sdects a variable of interest. The
PPM gpproach will detect what dructure of the modd is mogt influentid in determining
the behavior of this sdected variable. Figure 2 below shows a typical Sshaped growth
for some variable X sdected to be studied in a hypotheticad sysem. The Digest software
dices the time path for X into discrete patterns representing the seven paterns of
overtime behavior. For the example shown in Figure 2, the trgectory of X condsts of
only two time dices—an initid time dice of reinforcing growth followed by a second
time dice of bdancing growth. Once the time trgectory for the sdected vaidble has
been decomposed into separate patterns, the PPM approaches answers the question,
"What dructure is mog influentia in explaining one pattern of over time behavior for the
sdected vaiable?' For the example shown in figure 2, these questions reduce to "What
dructure in the modd mog influences the initid phase of reinforcing growth in this

sytem? and then sequentidly, “What dructure in the modd mogs influences the
ba ancing growth phase of the Smulation?’
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Figure 2. Digest "dices' the hypotheticad time trgectory for X into separate patterns of
over time behavior according to its dope (X ) and curvature (X )

The mathematics of the PPM sets out to determine which pathway from a system date to
the variable of interest contributes most to the current behavior paitern of that variable.
This apparently smple question requires some mathematics to be answered.

The PPM cdculates how much the net-flow (X ordX/dt) could change given a smdll
change in the dae varidble under congderation, (dX/dX ); this is cdled Totd Pathway

Paticipation Metrics.  SincedX /dX can be transformed into  dX/dt divided bydX/dt , the
Totd Participation Metric contains information about both dope and curvature of the
variable of interest and is thus an appropriate tool for andyzing behavior’. This measure
of the Tota Participation Metric for Sae varidble X is then patitioned among pathways
coming into the net-flon’. The most influentid pathway is defined as the one whose

paticipation is the largest in magnitude and has the same sgn as the tota changes in the
net-flow x-dot when it is disurbed by a infinitesma change in the date vaiable a the

® Mohamed Saleh, 2002, also use dope (X ) and curvature (X ) and cdlsit BPI
(Behavioral Pattern Index) to characterize behaviord patterns.

® Richardson (1995) proposed that the net time derivative of a state variable with respect
to the State variable itsalf (dX /dX ) can be an important measure of when aloop shifts

dominance. The PPM approach calls dX /dX the Total Pathway Participation Measure.



tall of the pathway. For a more complete description of pathway participation metrics see
Appendix A).

A smple example might hdp to daify what is going on here. Fgure 3 shows a
hypothetica fourth order system showing only 4 of what might be a much larger number
of pathways. Two pathways, P; and P,, lead from dtate X, to change X;. Only one
pathway, Ps3, connects the state variable X3 with X;. And findly pathway B represents
the linkage between X, and X;. If X is the sdected variddle and is showing reinforcing
growth as indicated in Figure 2, the PPM approach asks the specific question, "Which of
these four pathways dominates the initid reinforcing growth of X; (contributes the most
todX/dX )?'. The PPM approach answers this question by cdculating the partia
contribution of each of the four pathways to the total pathway measure, dX /dX, and then

sdecting that pathway that has the same sgn and greatest magnitude as dX/dX . Letus
assume that dl these cdculations identify P, as the modt influentid of the four pathways
shown in Fgure 3. We now know that X, has the strongest influence on X, and
furthermore that influence is exerted through the pathway P,. But what structure now
influences X, the most? The process of analys's continues.

Figure 3: The PPM approach selects pathway P, as mogt influentia in the behavior of X3

Figure 4 gives a more complete look a the structure of our hypothetica system indicating
10 pathways and numerous closed loops. The second iteration of the PPM approaches
now seeks to identify which pathway (Ps or B?) contributes most to the behavior of %.
The caculations are the same as in the firg iteration. The PPM agpproach computes
dX2dot/dX2 and the relative contributions of pathways Ps and Ps to that tota. Let us
assume that pathway P6 is sdected as the modt influentid at this Sage. We now know
that X; is mogt srongly influenced by X, through the pathway P, and that X, is most
grongly influenced by Xs through the pathway Ps. The next iteration of the PPM
goproach would ask "Which pathway, Ps or Pip, mogt grongly influences Xs. If the
answer in our hypothetical example were to be R, then we have identified a closed loop
that begins with and ends with X;.
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Fgure 4: Schemaof mgor and minor loops in hypothetica fourth order system

That closed loop is isolated and displayed in Figure 5. The interpretation of this figure,
amilar to figures generated by the Digest software, is that the reinforcing feedback loop
invalving X1, Ps, X3, Ps, X2, and findly B is the loop most influentia in determining the
initid reinforcing growth of X;. Fgure 4 contains a large number of mgor as well as
minor loops that could have contributed to the initid reinforcing growth in the sdected
variable X;. What the PPM has done is to sdlect three pathways that are connected into a
sngle loop and has identified that loop as the most influentid of dl other possble loops
in determining the initid growth in the sysem. The PPM approach does not dways
identify a gngle mgor loop. Sometimes the mogt influentid Structure may be a minor
loop or in some cases the sysem's dynamics may be mainly influenced by an exogenous
time series  Frequently a pathway will lead from the sdected variadle of interest to
another minor or mgor loop located far from it in the overdl causa dructure of the
modd. However, it can be shown that repested application of the PPM mathematics at
each step does converge on a unique piece of dructure identified as most influentia for a
given behavior pattern of the variable of interest.

The PPM gpproach concludes by moving on to the next time dice that differs from the
previous one in dope or curvature. The andyss for each time dice is amilar.  Note that
the most influentid sructure identified for each dice of time may vary.
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Fgure5: Schema depicting dominant mgor loop from hypothetica fourth order system
shown in Figure 4.



This very brief explanation of how the PPM approach works skips over dl of the
interesting mathematical details of how the contributions of each pathway are actudly
computed. An oveview of the mahematics underpinning the PPM cdculdions is
provided in Appendix A and full detalls are provided in Mojtahedzadeh 1996. An
example usng amodel characterized by system overshoot is presented below.

One problem with PPM as an dgorithm is that it is cumbersome and difficult to compute
and no exiging commercid smulaion software packages support these caculaions.
Digest is a piece of experimental software that automatically computes the PPM and then
uses informaion from the PPM to automaticaly detect and display influentid pathways
and feedback loops.

Digest is not a smulation package such as iThink, Stella, Venam, or Powerasm. Digest
cannot support most of the smulation functions that these languages can. Digest is
designed to be used after the modd has been condructed to detect and display influentia
gructure.  Of course, a some point in the future, the relevant and most useful festures of
Digest could be integrated into any of the commercia smulation packages.

Digest accepts model equations from any commercid smulaion package in text form.
In its present verson, some hand editing of the text eguations may be necessary if the
modd uses macros or functions that are not yet parsed by the Digest equation trandator.
Once a text verson of the model equations has been edited and accepted by Digest, the
software leads the modeler through a series of step-by-step procedures that uses the PPM
caculation to first detect and then display model structure’.

Using Digest to Analyze a Simple Overshoot Model:

This section andyzes the behavior of one variable in a smple overshoot modd using
Digest. In doing that we need the euations of a “smulatiableé’ modd saved in a text file
format. The modd used as an example is a classc dructure that illustrates how Industrid
Structures in a particular region grow over time until al the resources needed to support
the growth of Indudtrid Structures are depleted. Figure 6 depicts the Structure of the
mode. (A list of the equations of the moded is provided in Appendix C).

"Digest iscurrently availablein aBetatest version. Readersinterested in experimenting
their own with this Beta version are encouraged to contact the authors for a copy of
Digest.
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Figure 6: A smple mode for the growth of Indudtrid Structures

The mode captures three real-world processes.

1 Industrial Structures grow with new indudtries through a reinforcing loop
and demolish by abaancing loop;

2. Industrial Structures consume water, which decreases water reserves,

3. Water shortage (defined as the ratio of water consumption to water
demand) affects new industriesindirectly;

4. Water availability (defined as the ratio of water reserves to water demand)

controls water consumption.

For an appropriate set of parameters and initia values, the model generates an overshoot
in the behavior of Industrid Structures, while Water Reserves follows an Sshape decline.
In explaining the behavior of the modd the question is what feedback loops are more
influentid in generating the behavior of any varigble of interest. For example, what is
making Water Resarves to decline rapidly and what controls it?  What is driving
Industrid Structures to grow rapidly in the first few years? What part of the dtructure is
respongble for the decline of Industrid Structures followed by its growth? For modeers
who have worked with this sort of modd, it is not difficult to explain the growth phase
and the declining phase of the behavior of this smple structure. However, it may not be
as essy to diginguish wha pat of the dructure contributes most to the behavior of
Indugtrid  Structures in the trandtion from reinforcing growth to a baancing dedine
Usng Digest one can identify the mogt influentid sStructure as the behavior of the modd
unfolds.

The outputs of Digest:
Once a modd is loaded in Digest environment, usng the information embedded in the



equations for the modd, it could produce four different outputs. These outputs are:

1. Alist of variables of the model by which the user could select the variable of interest.

2. Digest automatically identifies pathways associated with the user-selected variable of
interest

Once the variable of interest is chosen, the causal route associated with the behavior of

interest will appear in the second window. This diagram reveds how the varigble of

interest is determined by other variablesin the model. For the Industrial Structure asthe
variable of interest, Figure 7 shows the causd route diagram that is associated with

Industrid Structures.  Arrows with a plus sgn indicate a direct (positive) impact of the
variable at the tail of the arrow at the dependent variable and an arrow with a negative

sgn refersto an indirect impact of the cause on the effect (a negative or indirect

relationship).

The causal route for Industrial _Stroctures
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Figure 7: Causal route diagram for Industrial Structures

3. Digest identifies distinct phases in the behavior pattern of user-selected variable of
interest

Digest produces the overtime behavior of the variadle of interest and identifies the shifts
in the pattern of behavior. Figure 8 shows the behavior phases of the varigble of interes,
Industrial Structures.
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Figure 8: The behavior of Industrial Structures and its four phases



The firg phase of Indudtriad Structures is a reinforcing growth. The reinforcing growth
lagts for 24 years. During the fird 24 years of smulation time, both dope (firs time
derivative) and curvaturé® (second time derivative) of the varigble of interest, Industria
Structures, remain podtive.  The next didinct phase in the behavior of Indudrid
Structures, identified by Digest, is baancing growth. In this phase the dope and
curvature of the variable of interet have opposte dgns.  The third disinct behavior
phase in Indudrid Structure is reinforcing decline.  And findly, in its fourth phase, the
variable of interest experiences a baancing declinein its over time behavior.

4. Digest detects and displays most influential structure contributing to behavior pattern
in each phase

Corresponding to the first phase of the behavior of Indudtrid dructures, there is a
reinforcing feedback loop that, according to Digest, is the mogt influentid feedback loop
in generating the reinforcing growth in Indudriad Structures.  The reinforcing feedback
loop is shown in Figure 9. Based on this feedback loop a higher level of Indudtrid
Structures attracts more new industries, which in turn increases Indudtrid Structures. By
ingpecting the structure of the models in Figure 6, one could identify about 6 feedback
loops. Using pathway participation metrics, Digest automaticdly sdects the reinforcing
feedback among dl the other loops in the modd without intervention by the modd
builder or andyst.
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Figure 9: The mogt influentid ructure in creating the first phase of the
behavior of Industrid Structures
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The mog influentid dtructure in creeting the second phase of the behavior of the variable
of interest shifts from the reinforcing feedback loop to a badancing feedback loop
asociated with Water Reserves.  Figure 10 depicts the baancing loop that controls water
consumption as Water Resarve continues to fal, dong with a pathway that carries the
effect of the baancing feedback loop to the variable of interest, Industrid Structures.

8 Actudlly Digest calculates neither the first nor second time derivative of the variable of
interest; it merely determinesdX /dX & any time. This derivativeis related to first and

second time derivatives of the variable of interest. A pogtive Sgn of the derivative
indicates that both dope and the curvature of the variable of interest have the same signs.
(See Mojtahedzadeh 1996 for details).

10



This dructure remains mod influentia in the third phase of the behavior of the varidble
of interest.
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Figure 10: The mogt influentid structure in the second and third phases of
the behavior of Industrid Structures

It may not be difficult for the modders to see the role of the baancing feedback loop that
controls water consumption, when driving to explan why Indudrid Structures is
generdting a baancing growth in its second phase. Water availability is dropping and,
therefore, new indudries are redricted. The subtlety in explaining the behavior of the
vaiable of interes is the subsequent reinforcing decline in the behavior of Indudtrid
Structures in phase four. Some novices may even look for a reinforcing feedback loop to
explan the reinforcing dedine. Digest reveds that wha forces Industrid Structures to
fdl faster and fadter is exactly the same process that controls it. The baancing loop that
controls water consumption continuoudy lowers new industries and once new industries
fdls behind indudrid demdlition, the Indudrid Structures generates a reinforcing
decline.

The last phase of the behavior of the variable of interest, Industrid Structures, is
influenced the most by the balancing feedback loop associated with demolition, as shown
in Fgure 11.

4 I Sof 3 I 4 I Prominent structures for Industril _Structures All-Loop I -
From 38.25to 50.00 |
/’\ )
Indu=tril_... {B) demalition
I ! ! T

Figure 11: The mogt influentid structure in the fourth phases of the
behavior of Industrial Structures

Digest could redraw digtinct phases in the behavior pattern of user-sdected variable of
interest based on shiftsin the mogt influentid structure, as shown in Figure 12.
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Figure 12: The essentid structure for explaining Industriad
Structures growth model

Conclusion

Mode anaysis, the process of understanding and then describing how the Structure of a
complex dynamic sysem gives rise to over time behavior, isdill initsrdative infancy.
Wl developed mathematica techniques exist for linear systems as well as for some
regimes of complex nortlinear dynamics such as deterministic chaos (Andersen, 1982;
Mosekilde, 1996). However, in common practice with client-based modeling, skilled
modelers create dynamic indghts using carefully crafted Smulation experiments to
formulate explanations about what pieces of modd structure drive the overdl system
behavior. But thisintuition is difficult to codify and develops dowly over a career of
practice. Modern software promisesto help. For example, the latest release of Vensm
dlowsfor red time visudizations of sructurd sengtivities using brute force computing
power and speed to create these visudizations.

This paper explores a promising additional approach. The Pathway Participation Metric,
described in overview form in this paper, relies on the andysis of individud linkages or
pathways between nodes of amode as the basic building blocks of structure. The
approach leads to dominant feedback structure, if that’ s appropriate, but does not begin
with the feedback loop as the basic building block. Using arecursve heurigtic systemétic
andyss, the PPM calculations dways yield areduced structure of a key feedback loop
plus one or more pathways that contribute most to a given mode of behavior for a
selected modd variable.

Important questions remain about this gpproach. Do the automatically identified “most
influentid sructures’ yidd important indghts for dients working on red world
problems? Do clients and modeers dike have a strong enough intuition about the PPM



to “trust” the structure that it identifies® How can a set of loops, each of whichiis
connected to a Single phase of behavior, be combined into afuller explanation of the
complete dynamic trgectory of asingle variable? How can andyses for two or more
variables be merged into a coherent story of the system taken as awhole?

Digest isan experimentd piece of software that can help us begin to answer these
guestions. Because Digest automaticaly and quickly andyzes and displays the results
from the PPM cdculations, we now have atool that will dlow usto experiment with yet
another gpproach to the critica question of how to quickly and reliable relate system
gructure to system behavior.

In the near future, dl system dynamics smulation software packages will contain new
functions that support automatic model andysis'®. We view Digest asan early
experimentd tool to move the fidd toward this future. We hope to encourage a vigorous
experimenta program to move questions and results in this critical area of inquiry
forward.

° Mojtahedzadeh (1996) has begun an investigation of these last two questions by working with a number
of models, such as the simplified Urban Dynamics model presented by Alfeld and Graham (1976).
However, thiswork needs to be extended and deepened.

10 Automation of model analysis functions within standard software packages is essential for their uptake in

practice. For example, the “ Reality Check” feature advocated by Peterson and Eberlein (1994) was made
possible as a practical tool by being integrated into Vensim.
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Appendix A: A Mathematical Definition of Pathway Participation Metrics

This appendix introduces the mathematics of pathway participation metrics (PPM).
Consder the following n-order norlinear system:

x=f(x;p) [1]

Where x isthe vector of state variablex isthe vector of derivative of x with respect to
time, and p is the vector of the parameters of the systlem. The equation of the k™ state
variable as the variable of interest may look like:

Xk = fk(Xl’XZ""’Xn;p) [2]

Taking the derivative of the net changesin the Sate variable of interest, X, , with respect
to the dtate variable of interest, x,, yields.

o Moo W d ,Thedk TR A [3]
dx,  Tx dx, T, dx, fix, dx, i, dx,

Or smply,

dx, _ ¢ fif, % :

—~ QA (for 10) [4]
X A% &

Each term in equation [4] represents al minor feedback loops and pathways leaving it
date varigble and coming into the variable of interest, X, We can decompose the effect of
each minor feedback and pathway coming into the State variable xy.

dx _ & 81
x A ag

[3]

=1 J:]_

X
X

Where m(i) is number of minor loops and pathways thet leave ai" state variable and
comeinto the k™ state variable, and If, /Tx isthe polarity of the pathway or minor
feedback loop. Theratio X, /X, representsthe net changesin thei™ state variable and the

net changesin k™ sate variable. Thetotd effect infinitesma changein x of the net rate
of Xk isthe not only driven by the polarity of the feedback loops and pathways but also
the ratio of net changesin the two State variables.

The effect of each pathway can be normalized in such away thet it varies between —1 and
1. Thusfor each pathway coming into varigble of interest we could have ametric that

14



measure the impact of that pathway (or minor feedback loop) in creating the behavior of
the variable of interest. Thismetric is called pathway participation metrics (PPM).

e X%
PPM(i j) = ?fo]kx [6]
aa —k—‘
% %

i=1 j=1

The mog influentid pathway (or minor feedback 1oop) is defined as the one whose
participation metrics (PPM) isthe largest and hasthe ssmesign as dx, /X, . For it k
the same cdculation is done until there is a feedback loop.

If the variable of interest is a nonSate variable, we need to determine the net changesthe
variable of interest and the follow the same procedure. Suppose a presents the vector of
non-date variables and it is related to state variables through g and a vector of parameters
g. Thuswe have,

a=g(x;q)

If the ay isthe varigble of interest, that is anon sate variable, the net changesin ay over
the period of dt will be,

Taking the derivetive of the net changes in the variable of interest, &, , with respect to the
date variable of interett, a,, yidds:

da _ ¢ ®1°g, L dx 0 .

T 8
da, .al xTa, ﬂx da, g 1
Which can be rearranged as.
da, _ 89& 2(°g, . Jg, dx x 9

- é [9]
da, .1811 ‘IMX akg Tix dx a5

The pathway participation metrics can be determined after decomposing the impact of
esch pathway leaving a particular state variable and coming into the variable of interest.
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Appendix B: Pathway Participation Metrics and Eigenvalues

In linear systems there is a close relaionship between the pathway participation metrics
and eigenvaue of the system. In fact we show that

In the steady state condition, the total participation metric is equal to the largest
eigenvalue of the system.

In doing so, we use a second order linear system and derive pathway participation metrics
for a date variable. Then, we show that the sum of the pathway participation metrics, or
totd participations metrics, for any date variadble equa the largest egenvdue of the
sysem.

Condder the following second order system:

X = ax+ by [1]
y=cx+dy [2]

The pathway participation metrics for date variable x is:

K- a+bY 3
dx X

There are two pathways coming to the state variable x whose participation metrics are:

Participation metrics for Pathway 1. a

Participation metrics for Pathway 2: b—y
X

The pattern of behavior of x is determined by the tota participation metrics, which is the
sum of participation metrics for these two pathways. If total participation metrics is
pogitive the date variable x experiences a reinforcing growth and if it is negative, X shows
a bdancing behavior. The mod influentid pathway then is the one whose participation
metrics is the largest in magnitude and has the same dgn as the totd participation
Metrics,

Now we caculate y/xthrough the response of date variables x and y. We can rewrite
the second order linear system presented in[1] and [2] as.

éxu_é buéxu

,\.,_,\ P [4]
&l & diyv

The above system hastwo eigenvaues, |, and | ,. For each eigenvalue we have:

16



ar, +br, =lr, [5]
cry +dr, =1ir, [6]

Where 1, and r,, are the elements d the right egenvector associated with | .. The time
response of the state variablesis:

XU . X0
& a=iMa [7]
eyl Yol

Where x,and y, are the initid vaues of the Sate varidbles and j (t) with the dimengon
of 2*2 isthe trangtion matrix of the systlem which can be caculated as:

. g iéi l\J
im=aea"df, f.l (]
i=1 i2U

Where f, and f,,ae the dements of the left eigenvector associated with |, .
Subdtituting [8] in[7] and expanding it yidds:

@Q@zé|lffl‘r11f11 rllflzl‘;éxog_'_ tlzérzlfm r21f22l1£iX0L:l

& ( @ U é Ge [9]
VA g L fL0eYed &nfn HfL0EYen

Thevdueof x andy a any timeis
% = (h, f % +1, flzyo)etI t(r, fx + r21f22)/0)eII : [10]
Yy = (1, fiX + 1, flzyo)etI L (g, FoX + 15,15, yo)etI 2 [11]

We can caculate x and y by taking derivatives of [10] and [11] with respect to time.

X = I l(rll fllXO + r.11 leyO )eﬂ " I 2(r21 fZlXO + r.21 f22y0)et| 2 [12]
y = I 1(r12 fllXO + r12 f12 yO)etI 't I 2(r22 fZlXO + r'22f22y0 )eﬂ ? [13]

Using [12] and [13], we calculate theratio of y/ X.

y — I l(rlZ fllXO + r12 leyO)etl tt I 2 (r22 fZl)% + r22 f22y0)et| ?

- | tl [14]
x| 1(I’11f11)§) try ]clzyo)et L 2(r21 f21X0 + rzlfzzyo)e :

Or,
X = I 1(r12 fnxo I, ]clzyo)et(ll_I D+ 2(r22 lexo 1y fzzyo) [15]
X I 1(r11 fnxo Ty ]clzyo)et(ll_I D+ 2(r21 lexo Iy fzzyo)
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Assuming | ,isthe largest eigenvaue, when time approach infinity terms

I, (rpfiXo +1p foYo) €42 and | (r, fLo% + 1, f,y, )2 in [15] approaches zero.
Thus, for y/ x we have

y — 5 (r F20%0 + 1 F20 Yo)
X

[16]
I 2 (r21f21XO + r.21‘I:22y0)

The above equation can be rewritten as.

¥-In [17
X r

2

[y

Now we can subgtitute [17] in [3],

K asplz [18]
dx r,

Equation [18] according to [5] isequal to | ,.

—=1, [19]

It can be easily shown that the above proposition istrue for an n-order system.

18



Appendix C: A list of the equations of the Industrial Structures Growth
Model (iThink version)

Industrid_Structures(t) = Industria_Structures(t - dt) + (new_industries - demolition) *

dt

INIT Indugtrid_Structures = 10

new_industries = Indugtrial_Structures* effect_of water shortage* norma_growth
demoalition = Indugtrial_Structures* dem_frc

Water Reserves(t) = Water Reserves(t - dt) + (- water_consumption) * dt

INIT Water_Reserves = 10000

water_consumption = effect_of water availability*water_demand

dem frc=.05

norma_growth = .12

water_demand = Indugtrid_Structurest*water_demand_per_industry
water_demand_per_industry = 10

effect_of water_availability = GRAPH(0.1*Water Reserves/water_demand)

(0.00, 0.00), (0.1, 0.06), (0.2, 0.14), (0.3, 0.255), (0.4, 0.395), (0.5, 0.535), (0.6, 0.685),
(0.7,0.825), (0.8, 0.92), (0.9, 0.975), (1, 1.00)

effect_of water_shortage = GRAPH(water_consumption/water_demand)

(0.00, 0.00), (0.1, 0.06), (0.2, 0.14), (0.3, 0.255), (0.4, 0.395), (0.5, 0.535), (0.6, 0.685),
(0.7,0.825), (0.8, 0.92), (0.9, 0.975), (1, 1.00)
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