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Cloud computing has revolutionised modern communication.
We question claims that cloud computing saves energy in this changing landscape.

Problem Origin
Proponents of cloud computing argue that switching to Cloud-based services provides significant energy savings.   
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Cloud Computing – The IT Solution for the 21st Century

“ At one location, we took 
400 development servers 
and consolidated them 
into 8-10 physical servers 
to achieve significant 
savings.” 
 
State Street,  
Madge Meyer

“ To increase the  
utilization of hardware  
and power efficiency from 
a sustainability view, you 
need to have elasticity 
and flexibility and ability  
to move applications 
around between servers.”  
 
Deutsche Bank,  
Marc Banks

Figure 2. Model derived net energy savings 2011-2020.

*Energy savings measured against a  

scenario where there is no cloud computing. 

These are annual energy savings.
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The business case model makes 
a number of assumptions around 
license costs, subscription costs and 
the complexity of existing deployment 
models which are highly firm specific  
and it would not be credible to roll  
these figures up to try to provide a  
US perspective.

What we can do is convert the cloud 
adoption forecast into financial savings 
through reduction in electricity usage. In 
this respect, key financial findings from 
the analysis are:

  By 2020, firms with annual US 
revenues of more than $1 billion 
will be spending 69% of their 
infrastructure, platform and software 
budget on cloud based solutions 
(Figure 1). Segmenting this further, 
39% of the spend will be on private 
cloud computing while 30% will be  
on public cloud services (Figure 1).

  Annual net financial benefits 
associated with the energy saving 
from cloud computing are forecast to 
reach $824 million by 2011, rising to 
$12.3 billion by 2020 for the 2,653 

global firms with annual revenues in 
the US above $1 billion (Figure 2).

Potential carbon reductions of  
85.7 million metric tons per year 
by 2020, equivalent to the annual 
emissions from 16.8 million 
passenger vehicles.15

Alongside the financial benefits from 
cloud computing come the potential 
carbon reductions. Our forecast for 
the 2,653 global firms operating in the 
US identifies the potential to cut CO2 
emissions with cloud computing as 
follows:

  CO2 reductions in 2011 of 5.7 million 
metric tons for global usage of cloud 
computing in 2011.

  Annual reduction of CO2 of 85.7 
million metric tons by 2020 for multi 
billion dollar US firms (Figure 3).

  A reduction of 50% in CO2 emissions 
by 2020 compared to a scenario 
where there is no cloud computing 
(but a real increase of 36% in CO2 
emissions as compared to 2011) 
(Figure 4) (Figure 5). 

Model derived net energy savings 2011-2020
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emissions with cloud computing as 
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metric tons for global usage of cloud 
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million metric tons by 2020 for multi 
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  A reduction of 50% in CO2 emissions 
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where there is no cloud computing 
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emissions as compared to 2011) 
(Figure 4) (Figure 5). 
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How cloud computing delivers economy-wide financial benefits and carbon reductions

Figure 3. Model derived net CO2 savings 2011-2020.

Million tons of CO2

*CO2 savings measured against a scenario 

where there is no cloud computing. 

These are annual CO2 savings.
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Figure 4. Model derived percentage CO2 savings of cloud computing 
 compared to no cloud computing 2011-2020.

 

Fig. 4: % CO2 Saving*
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a scenario where there is no 
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Figure 5. Model derived percentage rise of CO2 emissions of forecasted 
                scenario compared to non adoption of cloud computing.

 

Data center energy  
sources and efficiency
Two elements to be considered  
in evaluating the carbon impact of 
the cloud computing strategies of 
specific firms are the source of the 
energy being used to power the 
data center and energy efficiency 
efforts. A recent Greenpeace 
report16  focused on exactly these 
issues and made the point that 
while significant advances in data 
center energy efficiency have 
been achieved, this has not been 
matched by efforts to source lower 
carbon energy to power them. 
PUE calculation tools, developed 
by the likes of The Green Grid17, 
have helped in driving efficiencies 
in the data center but increasing IT 
demand serves to offset progress in 
energy efficiency. Many companies 
are seeking to use renewable energy 
such as hydropower to power 
their data centers whilst increasing 
energy efficiency levels. Overall, in 
looking to de-carbonize your data 
center it is important to look at the 
source of the power as well as the 
efficiency of the data center itself. 

15.  Environmental Protection Agency – Green Power 
Equivalency Calculator http://www.epa.gov/greenpower/
pubs/calcmeth.htm

16.  http://www.greenpeace.org/international/en/news/features/
New-Greenpeace-report-digs-up-the-dirt-on-Internet-data-
centres/

17. http://www.thegreengrid.org/en/Global/Content/Tools/PUEE 
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Cloud Advantages
6R�IDU��RXU�PRGHO�VKRZV�WKDW�ODUJH�RUJDQL]DWLRQV�KROG�DQ�DGYDQWDJH� 
RYHU�VPDOOHU�RUJDQL]DWLRQV��WKH\�FDQ�SURYLVLRQ�UHVRXUFHV�PRUH�HɝFLHQWO\� 
DQG�WKH\�FDQ�RSHUDWH�WKRVH�FRPSXWHUV�LQ�PRUH�HɝFLHQW�IDFLOLWLHV��&ORXG� 
SURYLGHUV�WDNH�DGYDQWDJH�RI�WKLV�HɝFLHQF\�LQ�VFDOH�E\�SURYLGLQJ�VHUYHUV� 
IRU�PLOOLRQV�RI�XVHUVȃPD[LPL]LQJ�WKH�XWLOL]DWLRQ�RI�PDFKLQHV�ZKLOH� 
cutting down on the total number of servers required. The result is fewer  
machines and less energy over all.

)RU�H[DPSOH��*RRJOH�KDV�GHYHORSHG�*PDLO�IRU�*RRJOH�$SSV��D�FORXG�EDVHG� 
HPDLO�VHUYLFH�XVHG�E\�RYHU���PLOOLRQ�RUJDQL]DWLRQV��VPDOO�DQG�ODUJH��*PDLO�LV�
FRQVWDQWO\�LPSURYLQJ�DV�ZH�LQWHJUDWH�QHZ�HɝFLHQF\�LPSURYHPHQWV��GHYHORS�
ways of streamlining our operations, and, of course, increase capabilities. 
Software developers, hardware designers and data center technicians have a 
XQLȴHG�JRDO�RI�RSWLPL]LQJ�*RRJOH�VHUYLFHV�WR�XVH�DV�IHZ�UHVRXUFHV�DV�SRVVLEOH�

This is quite distinct from the usual software and server model, where  
software developers from one company have to develop an email server  
that will work on wide range of hardware developed by other companies. 
$W�*RRJOH��ZH�FDQ�RSWLPL]H�DFURVV�ERXQGDULHV�WKDW�DUH�QRW�DFFHVVLEOH�LQ�D�
traditional software or hardware development environment.
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Locally Hosted Email: 
Inefficient use of servers 
by individual businesses. 

Cloud-Based Email: 
Efficient use of servers by 
collective use in the cloud.
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From Carbon Disclosure Project 2011 (p16). From Carbon Disclosure Project 2011 (p17). From Carbon Disclosure Project 2011 (p16).

From Google (p4) 

From Google (p4) 

Problem Domains and Trends
We considered trends in a broad range of domains to identify system feedback
On-Site Computing Domain
Energy consumed by workstations

Cloud Infrastructure Domain
Energy consumed at data centres

Data Transport Domain
Energy consumed transporting data

Device Adoption Domain
Energy consumed by devices

 
Figure 1: Apple all-in-one model maximum power draw over time (Compiled from Apple 2011). The trend  
shows that maximum power draw is increasing over time.

The trend in power draw over time in Figure 1 is somewhat counter-intuitive, especially
as this product line has stated in its specifications that it meets Energy Star guidelines
since 2002. However, the Energy Star rating only considers idle and standby power draw,
which explains why there is no incentive to keep active power draw low. 

We propose that this increased maximum draw is due to an increase in computing utility,
which we have identified as a continuous increase in processing performance (see
Moore’s Law, Moore 1965) and increasing screen size (Figure 2). The trend in increasing
energy consumption with larger screens is apparent, even though there was a significant
reported energy saving when monitors shifted from CRT9 to LCD10 technology11.

Figure 2: Apple all-in-one model maximum power draw v diagonal screen size
(Compiled from Apple 2012). The trend shows all-in-one energy consumption increases with screen size.

9. cathode ray tube
10. liquid crystal display
11. A typical LCD screen draws one-half to one-third of the power of an equivalent-sized CRT monitor (IEA 2009)
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Trends show that computing energy consumption 
is increasing over time (compiled from Apple 2011)

3.3. Data Transport

The third domain we examined was data transport, which is a significant contributor to
off-site energy consumption. This was discounted in the Google (2011) analysis, which
states:

We would expect network energy to increase somewhat, as more
traffic must traverse the Internet in the cloud-based solution.
However, this effect is secondary to the large effect on server energy.

Baliga et al (2010) investigates the trends in data transport in an office setting. They
conclude that energy can be a large factor for energy consumption in cloud computing,
and describe scenarios where the cloud does and does not provide opportunities for
savings. 

Using their example of the public cloud as a storage service, they show that transport
consumes the vast majority of energy, in a dynamic relationship with storage and the
servers, when almost any amount of data is transferred. This relationship is shown in
Figure 3a. Figure 3b compares the energy required access a 1.25MB file on a laptop hard
drive or through the cloud. Their analysis shows that the total energy consumed is less
through the cloud, unless the download rate exceeds approximately 5MB/hour. 

 
Figure 3: a) Left: Relative percentages of total power consumption in the public cloud; b) Right: Total 
power consumption per service per user from (Baliga et al 2010). In this example, the file downloaded is    
1.25 MB. Transport makes up a significant  percentage of total energy consumed when data is 
downloaded15. 

The analysis in Figure 3 (Baliga et al 2010) does not take into account the energy
required by the end user’s device, only the transport of data. Baliga et al (2010)
acknowledge that accessing data from the cloud with a laptop would consume the energy

15. Private cloud storage shown in Figure 3b consumes less energy in transport, as it passes through fewer switches,
routers and exchanges. 
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Trends suggest that Data Transport is a large portion 
of energy demand, ignored in the Google study
(graph from Baliga et al 2010)

to power the server, transport the data, and run the device. This observations highlights
the justification behind the three domains discussed thus far. It does not include the
device adoption, which will be discussed in the following section.

A second major trend in data transport is that the volume of data transported is increasing
over time. Data averaged from a Nielson (2011) report in US smartphone data usage is
displayed in Figure 4. This displays a trend that consumption is increasing.

Figure 4: Average Quarterly Mobile Data Usage compiled from data in Nielson (2011). Sources averaged 
are Android OS, Apple iOS, Blackberry OS and Windows Mobile. 

At the same time that data usage is increasing, the cost per megabyte of downloaded data
has decreased. In the same Nielson report, the cost per megabyte of data downloaded
dropped from US$0.14 at the beginning of 2010 to US$0.08 at the beginning of 2011.
This demonstrates that as the cost of data is decreasing, consumption is increasing.

Domain Drivers (Data Transport)

In summary, the domain drivers for data transport energy consumption have been
identified as:

• as the volume of data increases, the transport energy increases
• transport accounts for a large percentage of relative power consumption for trans-

porting data to the cloud (Figure 3a)
• there is a relationship between cost of data, and volume of data downloaded 

As more devices become available to access the data, the data can be downloaded
multiple times. In the next section, we examine the effect of new devices on energy
consumption.
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Trends indicate that data consumption is 
increasing on mobile devices. Applications are 
also available on more platforms (Nielson 2011)
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Figure 3:  Predicted US electricity use for data centers from the EPA report to 
congress (EPA 2007) and the range estimated in this study  

 

 

 

 

 

Energy consumption for data centres is increasing 
over time, though energy efficiency is improving 
(graph from EPA 2007)

Initial Model Mapping
Based on these trends, we mapped these relationships 
in a Causal Loop Diagram
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Figure 5: Causal loop diagram of domain, as mapped from trend data in Section 3. Expected utility 
improvement factor and the relationship between Off-site and On-site energy consumption is discussed 
below.

Figure 5 maps our dynamical hypothesis in a causal loop diagram. We discuss the
relationships in the following section.

5. Model discussion
Our dynamical hypothesis leads us to observe that using the cloud appears to only add to
the total energy consumed in the system. In this section we look at the implications of the
causal loop diagram, and suggest possible ‘what if’ scenarios. The relationships have
been mapped to reflect the behaviour described in the trends in Section 3.

The workplace efficiency loop (B1) reduces the on-site energy consumption indepen-
dently of the technology that the business has in use. The technology boosting loop (B2)
seeks to meet the desired level of utility, which is continually increasing as the expected
utility improvement factor pushes expectations higher. As the workstation utility
increases, the on-site energy consumption goes up.

The cloud efficiency loop in data centre efficiency (B3) reflects the attempts to improve
data centre PUE. Demand for cloud computing increases the pressure for cloud efficiency
as the demand grows. 
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Model Boundary Chart
Endogenous 
On-site energy consumption
Off-site energy consumption
Data transport energy consumption
Data consumption
Device energy consumption
Investment in technology
Improvement in technology capacity
Business decision pressures
Demand for services
Demand on infrastructure
Cost of energy consumption
Work practices
Technology expectations

Population
Competition
Market share
Employment cycles
Green Accounting
GDP
Profit and loss
Government policies
Energy price fluctuations

Exogenous Excluded 
Material consumption
Production energy
Technology leaps
Environmental constraints
Company growth/decline
Data access method variability

Our Causal Loop Diagram based on identified trends

Discussion and Development
We intend to move towards a Stock-and-Flow model to investigate the system behaviour

At this stage our research is showing that it is likely total energy consumption will increase 
by switching to the cloud and a large portion of the energy consumption will be outsourced.

Likely What-if Scenarios... 
What will happen if new devices displace 

traditional methods of computing?
Would workstations be replaced less often 

if processing shifted to the cloud?
Can external energy consumption be 

disclosed to inform IT decision makers?
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