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Enlarging the Paradigm: Historical view from 1973 until 1983

Summary

This paper will provide an overview of the past ten years
describing the activities of eniarging the paradigm of
System Dynamics (SD). The first chapter tries to explain
why this has been done. Chapter two is concerned with the
optimization of SD models. The global optimization of System
Dynamics models is realized by its integration into a higher
level feedback loop structure. The use of optimal variables
in SD models is handled by linear programming models.

In chapter three the integration of SD and Input-Output
models has been realized to describe complex macroeconomic
systems. Chapter four describes System Dynamics models as
decision support systems based'on model and methods base
systems. The last chapter is concerned with a new developed
approach - an integration of the methods ABRAHAM/ISAC and
Petri nets-which is able to build models of System Dynamics
type on a proved theoretical basis. .

I. Why enlarging the paradigm

This question has simply to be seen with respect to the
fundamental objective to find the best possible solution in
the process of modelling complex parts of the real world.
Fig. 1 shows the underlying structure of the process of
finding the adequate methods concerning the characteristics

of the problem, the objective system and the available methods.

Characteristics of problems are

- number of variables (heterogenous components; hard and
soft variables)

« relationship of variables (feedback nature; nonlihear)

- problem dynamics, bad structured systems etc.
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The objective system of a project is defined e.g. to
describe or to explain real phenomena, to forecast their
behaviour and/or to provide optimal decision. With respect
to the characteristics of the methods a single or a number
of methods integrated will be used which is or are most
congruent to the characteristics of the specific problem
and the objective system.

“Raracteristics
of the objective
system

Characteristic
of the problem
to be analysed

Selection of
methods

Characteristic
of the available
methods

Fig. 1: Selection of Methods
Evidently the above explanations don't offer a scientific
justification for enlarging the paradigm but a very

pragmatic one. The following projects realized in business
or administration try to prove the last statement.

II. Optimization of System Dynamics models

1. Global Optimization

The global optimization of System Dynamics models is realized
by the feedback structure described in Fig. 2:
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Fig. 2: System Dynamics model in a feedback loop structure

The control system is identical with the corresponding System
Dynamics model, Qhereby its output variables (state vector z
(s,t)) are compared with the objective function of getting

the deviations of the desired and actual values. The controller
- the optimization algorithm - tries by modifying the control
vector g(t) (the ihput variable of the system dynamicsbmodel)
to minimize these deviations in order to fit the objective
function (see Fig. 2). ’

The objective can be defined as to determine an optimal control
vector s(t), such that the state vector, z(s,t) follows a
feasible and user defined path as closely as possible, which

is described in the objective function. The problem is to
minimize the deviation of each state strajectory, z (s,t),
k=1,2,... m from user defined state trajectory, r(t), k=1,2,...m

n .
Min U(s,t) = E / 2z (8,%) = 1 (£) /
k=1 ' '

To allow for a variation in acceptable values we introduce .
upper and lower boundary rﬁ(t), rl%t) of the target interval
for state variable 2z at sampling time t and add weighting
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factors w;(t), wEKt) for the deviation from the upper and
lower boundary.

To normalize all state variables values and to emphasize

or deemphasize state variables the objective function U(s,t)
can be defined as follows

: m .
Min U(s,t) = :EE wﬁ(t)/zk(g,t)-r:(t)/+w;(t)/zk(§,t)—r;(t)/
) k=1

The Fig. 3 shows simplified behaviour of the global optimi-
zation procedure.

The optimization algorithm acting as controller is in most
of the cases the so-called razor search-method developed
by Bandler und Macdonald. The algorithm a modified pattern
search method, belonging to the direct search and climbing
procedures for optimizing multidimensional problems.

The pattern search-method has here the main tést in this
problem of directing the output variables zi(§,t) of the’
model into the user defined solution space described in the
objective function U(g,ﬁ). To do so, the modeller must vary
the parameters of the control vector sg(t) by exploratory
moves .

Experience with pattern search-method indicates that the
procedure is very efficient in reaching an optimum also in
circumstances where the feasible region for the control
vector has fairly narrow valleys in it. Classical methods
(such as steepest descent-, generalized Newton-Raphson-,
Fletcher-Powell method etc.) slow down or even fail to get
an optimum in such cases.

An important modification of the pattern search procedure

is the so-called razor search method. This routine overcomes
the difficulties of discontinuous partial derivatives with
respect to the control variables. Otherwise efficient search
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InitialiZe

s(t) methods fail to converge, particularly when the cbjective

function's hyperspace includes narrow curved valleys in the
vicinity of the path of discontinuous partiél derivatives.

!

. . The razor search routine normally overcomes these difficul-
Run Simulation

ties by a search strategy that begins with a version of

Generate z(s,t)

Search Algorithm pattern search and then applies this until it fails.
determines new Then, the procedure automatically selects a random point in
valuesof s(t) . the immediate neighbourhood. The random point is selected
based on previous so that:
. trials s, (t) = s5(t)+ pR(n) - €
Evaluate Objective
Function U(s,t) . : where si(t) is the new value of the ith control variable,

sg(t) is the old value of the ith control variable, p is a
scale factor, R(n) produces random numbers between -1, and +1, and
€ represents the current value of the exploratory increment.

When the pattern search fails again the same valley (or

boundary) is assumend to be responsible, and an attempt is
are

finished
criteria
set

made to establish a new pattern in the direction of the

minimum. The process is automatically repeated until any of
several possible terminating criteria are satisfied.

The razor search presented in this paper'has two further
essential characteristics

1) The exploratory increments depend on the total progress
made between the previous two base points. Therefore,
Best ' ' they automatically increase or decrease in accordance

s(t) . with previous successes or failures, respectively.

2) When a pattern move plus exploratory moves fail, the
pattern is not immediately discarded. Instead, the same

Fig.3 Simplified flow diagram of glebal optimization procedure is repeated closer to the base point. If this
‘ effort also proves unsuccessful, the procedure is attemp-

ted in the opposite direction.

The razor search-method has been successfully applied to

microwave optimization.
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1.1 Global Optimization applied to Business applications

1.1.1 Optimal Control of a Chemical Process
- "Polycondensation" plant (Krallmann, 1976)

At the production of the synthetic fibre the polycondensation
is a very important process. Polycondensation means the
amalgation of simple molecules of same or different kind to
new and larger chain of molecules. During this process by-
products as e.g. water and alcohol are separated. The output
of the polycondensation plant will be spun to thread with
high speed. As the essential assumption and condition for
the spinning process exists, that the output viscosity has
to be constant or is limited by an upper and lower boundary.
The threads will get brittle below the lower boundary and
are difficult to spin outside the upper boundary. Time
variant behaviour of the input material and the unsteady
input viscosity are the disturbances of this condition. By
varying the control variables temperature and pressure these
disturbing variables can be eliminated. The followihg chap~
ters describe a heuristic procedure combined with a computer-
based model to control the output viscosity in defined
boundaries.

The System Dynamics model applied to this optimization problem
describes the chemical process inside the main condensor of

a "TPA"~plant. The adjustments to the pressure and temperature
should be computed at each point of time ti for a throughput
changes from 900 kilogram per hour (kg/h) down to 600 kilo-
gram per hour (kg/h). The primary condition is that the
viscosity SVE at the entry of the main condensor remains
constant (SVE = 390 SV-units) while viscosity of the output
SVA1 should remain between defined limits.

The equations written in DYNAMO language, describe the struc-
ture of the problem. The System Dynamics model has to be
extented by the three external FORTRAN subroutines LAST,

BER and BER1, which are linked to the model during the

running time.
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The system dynamics model of the polycondensation plant
has been integrated as a control system into the feedback
loop. The control vector s(t) - i.e. the input variable to
the model - consists of the two components temperature T
and pressure V. The viscosity SVA1 is the state vector
z(s,t) controlled by the optimization algorithm.

The optimization algorithm, the razor search-procedure, is
responsible for varying the parameters of the control
vector A (pressure) and B (temperature) so that the state
variable SVA1 follows a user defined objective function.

The control variables, pressure and temperature, may only
be modified within fixed boundaries. The current limits for
the pressure are 1.0< V < 4.0 (Torr). The lower boundary of
the temperature is inen at 290° C and the upper is 300° c.
The tolerance zone for the viscosity SVA1 is LIM1 &£ SVA1 =
LIM2. At each point of time ti' the optimization algorithm
razor search tries to vary the parameters A and B of the
control variables, pressure and temperature, within the
defined boundaries so that the state variable SVA1 follows
the desired value SVA1 as closely as possible within the
desired limits.

The optimization algorithm razor search succeeds in control-
iing the viscosity SVA1 with the help of continuous and
simultaneous modifications of the control variables, pressure
and temperature, so that SVA1 will always stay within the
éefined boundaries. Figure 4 shows the changes in pressure
znd temperature needed to stabilize viscosity SVAT within

the defined range.

In fact all chemical processes have inherent time lags.
Considering these time lags any parameter changes imposed

on the control vector s(t) will result in delayed actions

of the state variables zi(g,t). Because of these inherent
characteristics, the razor search procedure has to be modi-
fied by an additional logical step and different program
changes. To take care of the impact of the parameter changes
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on s{t}, the system dynamics model has to be simulated
ahead by a definite time interval which corresponds to the
longest delay constant of the model. If the parameters of
s(t) result in an improvement of zi(g,t) at the final point
of time of the "advance simulation" the procedure is reem-
ployed at time print ti+1 to find a new set of parameter
combinations for s(t), and the “"advance simulation” is
repeated.

1.1.2 Optimal Control of Investment Strategies in the
Tanker Market (Krallmann a. Nestaas 19798)

‘Another example of optimizing a complex system should only
be presented in a summarized way. The essential difference
between the above described study consists in the use of

the evolution strategy method as optimization routine instead
of the explained razor search procedure.

The main objective of this study consists in making a contri-
bution to overcome the crisis on the tanker-market. The

crisis is caused by a surplus of tanker-tonnage and a tanker-
fleet too big. .

The conditions of this market are described by three essen-
tial factors:

1) The group of demanders at tanker-tonnage consists mainly
in seven large oil companies1) while the group of suppliers
consists in about five hundred shipowners.

2) The demand at tanker-tonnage is relative inflexible because
of being determined by the total economic demand at oil.
The small aumber of parameters of action the oil companies
have to influence their demand at tanker-tonnage can be
described as stock changes and as a limited possibility,
the structure changes of purchase, which causes changes
in the route of transportation.

1) Exxon, Royal Dutch/Shell, British Petroleum Co.,
Texaco Inc., Mobil 0il Corp., Standard 0il Co. of
California
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Caused by increasing specialization the suppliers (the
shipowners) have become more and more dependent of the
tanker-market. Their parameters of action are reduced to
changes in tanker-capacities, changes in speed and in

time of loading and unloading.

3) The industry of ship-building is the third main factor.
The shipyards have adapted to the demand of the ship-
owners e.g. in the way that those are able to build large
ships in a short time. With corresponding docks these
shipyards are directly dependent of the tankermarket.

This set of problems described in a rough way is presented
in detailled model based on System Dynamics and problem
oriented FORTRAN algorithms.

The main parts of model are the demand sector, the supply
sector, the capital sector, the sector of the tanker-market,
and the sector of ship construction. The demand sector
describes the world demand and supply situation of crude

0il and the behaviour of the demanders at the market. The
sector of the tanker-market analyses the technical spezi-
fications and the development as well of the tanker-fleet as
of the combined ships. The important factors concerning the
route of transportation, the pipelines and canals (e.g. Suez
Canal) are integrated. The capital sector deals with profits,
costs and the strategies of investments of tanker-shipowners.
The data used in the model are based on statistics and ex-
plorations (forecasts) of INTERTANKO (1976), OECD_(1973),
EXXON (1977) , UNITED NATIONS "Yearbook of International
Trade Statistics" (1975) , Shipping Statistics and Econo-
mics (1977) , Institute for Shipping Research, Bergen etc.
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The objective of this study consists in supporting decisions
to overcome the crisis at tanker-market with approximate
optimal investment strategies under the assumption of a
reasonable freight rate. The principle of a feedback loop
can be used tosolve the optimization of such a complicated
model of thé tanker-market. In this procedure the System
Dynamics model corresponds to the control system, the opti-
mization procedure "Evolution strategy" is identical to
controlle;. In the objective function the deviations of the
desired and actual values are computed. The objective is to’
control the state vector z(s,t) "freight rate" (output vari-
able of the System Dynamics model) in defined boundaries by
varying the parameters of the control vector g(t) (input
variables of the system dynamics model) which are limited
between upper and lower boundaries. In this case the control
vector is identical with the different investment strategies
of the tanker-shipowners. In the model the tanker fleet is
classified into nine categories as a function of size e.g.
the control vector has nine parameters. Modifying the ele-
ment si(t) of the control vector means that the investment
is performed in the ith category and with the corresponding
volume.

The evolution strategy, with multiple elements, is an ite-
rative direct search method for optimization problems with
nondiscrete parameters. It determines minimum of a nonlinear
function of an arbitrary but definite number of variables.

Derivatives of the object-function would not be used.

Conditions in form of unequalities could be taken into
consideration. The user has to specify initial values for
the variables and the.increment.

Under the control of the optimization algorithm the model
produces results with the following main characteristics

(see Fig. 5):
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- BAnalysis of the essential variables as well as of the
relevant structure of the existing problem (e.g. analy-
sing the bottlenecks in the marketing process of the
relevant product).

- Definition and analysis of different marketing strategies
for increasing the turn-over. )

- Documentation of the consequences of different market
strategies on the profitability of the product.

In first discussions with brainstorming character first of
all an analysis of the problem was performed. On this
occasion a qualitative model was constructed based on
description techniques which documented particularly the
following matters of facts:

~ detailed structure of the main objective variables
(customers' potential)

~ influence factors on the main objective variables and
their characteristics

- detailed structure of the sales flows etc.

Important conclusions of this first phase of the project
study consisted in:

- the importance of system variables which had so far been
neglected (i.e. trade cycle, three devided trade struc-
ture), and

~ the great importance of observed facts as e.g. delivery
delays.

The System Dynamics approach had been applied to formulate
a formalized quantitative model based on the qualitative
one. In the process of the model development the different
modeling strategies were quantitatively confirmed by a
market research institute. The single phases of the model
building process occurred in an interative feedback process
between the external consultants and the responsible peopie
of the company in order to enhance on the one hand the
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quality of the model and to strengthen on the other hand the
acceptance and the confidence of the model users (see Keen
1980 , p. 36). The model system to be developed was classi-
fied into five functional submodels with the intention to
reuse it for sequence products with the same distribution
structure (producer - trade - final user). The standardiza-
tion of these modulal subsystems (e.dg. subsystem 4 - execu-
tion of trade orders) was done from the point of view of
larger modifications and modular extension. The result is
representaed in fig. 6 as a basic structure of the model.

The décision to represent the irntroduction process of an
innovative product line in a computer supported manner waé
the basis for the development of a future model base system
(see in detail chapter IV.)}.

In the subsystem 1 “invéstiga:ion of real purchase intentions"
all the belhaviour attitudes and relations are summarized
which are ceterminant for the monthly numder of resolute
buyers. Excgenous variables to this subsystem are represented

- the reccmmended standard price for the product

- expenses> of the enterprise for quality i.aprovements as
well as

- the pronction activities adljusted to ilhe client and to
the consignees of the mailing action (physicians and
pharmacists) .

An endogenous variable to this subsyétem within the system.
boundary s the
’ - average de'ivery time - _
generated in the subsystem 4, vhich influences in a negative
manner the aunber of firmly de:erminec¢ buyers with increasing
tendency .

In the subsystem 2 "supplier structure" the trade's opinion
with regard to the product is modeled. As an endogenous
variable the customers' demand of the subsystem 1 (jump
promotion) has a positive influence on the dealer (trade);
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as an exogenous variable the promotion activities of the
producer have a positive influence on the trade.

In the subsystem 3 "inventory and order system" the stock-
keeping policies and the order attitude of the dealers due
to the new product are shown. The acceptance of the product
to take it into their assortment will strongly be influenced
by subsystem 2 "supplier structure". For filling up the
relevant stock, further informations concerning the supply
on the producer's part (subsystem 5) become necessary.

In the subsystem 4 "order performance” the detailed strate-
gies of supply of the orders of firmly decided buyers are
simulated. The endogenous input into the subsystem are on

the one hand the real monthly buying intentions (subsystem 1),
on the other hand the écceptance of the trade, measured in
the readiness to reorder the product for the customer (sub-
system 2). Further input variables are necessary from. sub-
systems 3 and 5. Subsystem 5 deécribes the production sector
of the company with the administration of the ordering

process.

With the grown spectrum of use it had become necessary to
extend the model by evalution systems in order to enable a
comparison of alternative sﬁrateqies, also with a view to
the product rentability (profit and loss account). For this
purpose the enterprise's cost accounting system was inte-
grated into the existent model as a independent - subsystem.
As a result of the modular construction this was connected
with a very little coupling effort.

The objective of optimizing the marketing strategies is to
offer optimal control over sales and return of investment

of the product, which are the variables of the state vector z
(s, t). The variables of control vector are defined by price,
marketing budget and degree of product distribution.

With this methodological extension the development of an
optimal, time variant marketing-mix strategy is performed
by the computer.
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1.1.4 Some critical remarks

The above described three applications developed in and
with well known companies demonstrate the pragmatical use
of this approach.

But the general, very important question in this context

is what is the amount of improvement .concerning the global

optimization of system dynamics models to the quantity and

quality of information as essential inputs of real decision

situations.

Without going into much detail of the discussion ofqthis
question the most important criteria are the quality and
validity of the model e.g.

- the closeness of reality of the model, similarity of
model structure
- the Quantity and quality of the data of the real system

and its environment.

The result of this investigation (- we are performed -) can
be made that the global optimization of system dynamics
models describing technical or management problems can be
recommended. '

But the end user should always be conscious about the fact
that the optimization algorithm (s)takes the corresponding
model as a formal system and defines the optimal control-
variables due to objective criterias independent of the
congruence of the model and the real world. Without concer-
ning about the above mentioned critical points the global'
optimization of dynamic models is only a scientific toy.

2. Partial Optimization

Following our statements we made in chapter I the partial
optimization can simply be described by the integration of
system dynamics and linear programming models. The attempt
to explain some conceptual aspects shall be described as
follows: )
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"The structure of rates, which determines the rules for
transforming decisions into actions, can be described by
four components:. the desired value of the "policy state-
ment", the actual condition, the deviation of apparent and
desired condition and the corrective action. Rates are
decisions which initiate certain actions according to given
rules within specifically defined policies. A decision is
made in accordance with an objective function towards which
the system should move. Desired state often differs from

the apparent state of aclual conditions.

As a result of this discrepancy, the rate will initiate an
action in order to eliminate the deviation.

The fact that the LP-program will establish an optimal value
for a rate implies special consequences for the system
dynamics philosophy. The LP program's secondary requirements
describe in detdil problem stages (partial problems) and
compute the optimal value fo this partial problem. The
delivery of the optimal value to the rate at any point of
time ti results in the action initiated by deviation being

optimal.

The outlined combination rate~LP program thus represents
optimal behaviour of the real system.

Two practical examples of the partial optimization are des-
cribed in the chapter (III.2) focussing on the integration
of system dynamics and econometric approaches.

III. Econometric Approaches and System Dynamics Models

1. Introduction

In this context most oI our interest focus<es on the integra-
tion of System Dynamics and Input-Output models. But as
already mentioned before the two comprehensive projects
which will be discussed in detail involve two essential
linear programming models as examples for the partial opti-
mization. The project "Model Chemical Industry" founded by
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the German Government is concerned with the supply of raw
material for the chemical industry. Another project founded
by the German research foundation describes the planning
process of innovative investments of the machine building
industry.

2. Two practical Applications of the Integration of System
Dynamics, Linear Programming and Input-Output-Models.

2.1 Model Chemical Industry

2.1.1 ZIntroduction

For the investigation of problems concerning the supply of
raw material the Germain government has promoted a model

n which shall support the decision maker in finding

project
the best R & D strategies in the chemical industry with
respect to a modified supply of raw material. The model will

simulate the next 25 years (see Fig. 7).

Two essential questions should be answered by the model:

- Which technological and economic processes of adaption
are necessary to react efficiently on an assumed price
development at the raw material market and/or on a
modified supply of raw material?

- Which importance do process and product innovations have,
developed in the course of an investment program in-
order to overcome critical raw material shortages and/or
in order to realize the saving of raw material?

1) Model Chemische Technik/Vorstudie vom Institut fir
Angewandte Wirtschaftsforschung (IAW), Tilbingen,
vom Industrieseminar der Universit#dt Mannheim (ISM) und
vom Institut fiir Systemtechnik und Innovationsforschung
der Fraunhofer-Gesellschaft (ISI), Karlsruhe, im Auftrag
des Bundesministeriums fiir Forschung und Technologie,
Juni 1976.
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The over-all problem causes the requirement to analyse the
technologies (production structures) and their development
of this sector of economy and to present it in a model
(Kornprobst and Pfeiffer, 1976).

Because of changing costs of production it is necessary to
integrate the market behavior for the corresponding pro-
ducts into the simulation model. Important macro-economic
variables, as demand of sectors for primary inputs, price
relationship etc. had to be taken into consideration based
on the total economic constellation and the development of
the Federal Republic of Germany (RFG). Concerning the com=-
plexity of these questions the requirements at the methods
of the total model are:

- description of the total economy and consistent embedding
of the sector chemical industry (input output model),

- dynamic description of the cause~effect relationships of
product demand and investment behavior of the sector
chemical industry (System Dynamics),

- description of the technological development of production
process inside the sector chemical industry (linear
optimization model).

Because a comparable study had never been realized it was
necessary to test the effectivity of such a project at a
destined production sector of the chemical industry, the
organic basic materials, synthetic materials and synthetic
fibres and threads.

2.1.2 Submodels

2.1.2.1 The Input/Output Model

The I/0 model describes the total economic activity which
includes as well all economic sectors of the FRG as des-

cribed some parts of the chemical inaustry in all details.
The principle of this disaggregation corresponding to the
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relevant raw material was based on macroeconomic tables of
the Deutsches Institut flir Wirtschaftsforschung (DIW), which
used the institutional principles for sector building thus
having the firm as the basic statistical unit. The gquanti-
fication of intersectoral activities was made with the help
of experts, official statistics, statements of unions, and
own calculations.

The basic component of input-output analysis is the design
of the input-output table according to which empirical data
are collected. An input-output table assigns the collected
data to individual production sectors. The table, therefore,
offers an insight into the economic production structure
which cannot be had by any other statistical tools. Input-
output tables describe flows of goods and services between
individual sectors of economy.

Reading a table by rows it can be determinined how much a
certain individual sector delivers to other sectors. In

this way, some elements of the first row indicate how much
the first production sector delivers to itself and to other
sectors. Other elements of the first row indicate deliveries
to final demand sectors i.e. private households, goverment,
investment (capital expenditures and inventories), and export
sector. The deliveries to the production and final demand
sector depict, by definition, the total production of the
first sector and also by definition total demand for the
products of the first sector. The columns of the table give
the demand by each sector for deliveries or services of

other sectors which by definition is put equal to the trans-
fers it receives from other sectors. Reading the table by
columns reveals the transfers which the individual sector
receives from other sectors (inputs). Included in the so~
called primary inputs are imports which among others include
foreign raw material deliveries. The remaining primary inputs
show the amount of capital depreciation, the renumeration of
labour and capital.
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One problem in this model is to generate the I/O table

(56 x 56) for future points of time. Some data can be got by
the scenarios, which deliver possible alternatives of the
economic growth and the simulation of raw material. From the
SD model, the I/O model will get future data of the gross
production and the demand of the chemical industry.

The LP programm delivers informations about the demand of
basic and raw materials of the chemical industry. With the
application of a mathematical procedure called MODOP the rest
of data is computed. The quality of this projection method
was determined with statistical data by performing an ex-post
simulation from 1958 to 1972 and comparing the actual with
computed data.

2.1.2.2 The Linear Optimization Model1)

The main task of the LP model is to compute the technological
development of the chemical industry as a function of changes
in price and shortages in raw materials (Burger et al 1976).

By determining a demand function with reference to the déve¥
lopment of the particular branch and its long~termed ten-
dencies, future quantities and prices of products of the
chemical industry can be found out. This estimated demand,
besides the investment plan, the demand for raw materials and
preproducts of other branches delivered from the I/0 model

as well as the prices of raw materials and changed tedhnolo-
gies from other scenarios, serve as a guide line for calcu-
lating the process structure with the minimum cost.

The basic structure of the LP model is shown in fig. 8.

The production of the final products occurs from different
raw materials, basic materialsiand preproducts. The total
flexibility of this branch of production is shown by the
fact that as well the final products can be produced by

1) This is the first practical example to the chapter II.2
partial optimization
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Fig.8: Basic Structure of the LP model
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different processes of different preproducts as these pre-
products can be manufactured by different processes of
different basic materials. Each possible way of production
causes different costs of production. Under the assumption
to produce with minimal costs as main criteria, the LP-
model computes the optimal technological development of
production processes of the chemical industry.

2.1.2.3 The System Dynamics Model

In the SD model particular attention is given to the process
of capital formation which involves capacity employment and
depreciation. On this basis, fixed costs can be calculated,
which - together with the variable production costs calcu~-
lated in the LP model - are used to form a supply function.

The System Dynamics model consists.of the essential sectors:

- the capital and capacity séctor,
- the market sector.

With a time interval of four years the SD model calls the LP
and I/O model. Data for .the formulation of the objective
function-and for the description of the boundary conditions
are delivered to the linear programming model, which for -

its part-gives information about the optimél structure of.

production processes and about' specific product costs. Fig. 9

‘and Fig. 10 describe two main relationships between the
SD~ and LP model.

The optimal capacity data of the‘prepfoduct production pro-
cesses represent the desired values for the main feedback.
loop reallzed in the Sh model The first loop structure
describes how the optlmal value of capacity computed in the
LP program is realized within the four years optlmlzatlon '
interval (see fig. 9). Anothe#, very essential integration-
of LP and SD model becomes obvious with the production of
preproducts (see fig. 10). .
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This model overlapping feedback describes that an increase

of raw material or other production cost leads to structural

changes of the technology mix. Thereby the costs of prepro-

ducts are changed which are concerned by the modifications

of processes.

In the SD model the capital building process is formulated sales and capacity
in the same sense as the production processes are selected (in thOusanﬁ ton)

in the LP model: The capital is 1nvested and depre01ated Pid
gradually or‘capa01t1es respectively are reduced of eliminate 4000 4 ' computed capacyty- /
with time. The capital formation process = once started - ’ . products of ;

influences the production costs with its tyPical‘time lags polymerisation
then again has an effect on demand and production.

In this case for every considered production method an extra
actual sale -

capital and capacity vector is formed, which is subdivided
products of polyiteri§ation

into age-groups and others. A further subdivisioh is formed

with respect to the time.
- ‘ 2,000

The construction of capacity and capital vectors fagilitates

finding out the correct production costs, even if capital .

is fully or partially depreciated, because the lifespan and computed sale -

the period of depreciation of plant can vary. products of polymerisation

2.1.3 The Total Model

W
! all

The total model was simulated in an ex-=post projection from 1958 1962 1955’ B i;;o mi§7§m'
1958 to 1972 and the results were compared with the reality.
These results can be considered as satisfacFéry witﬁ res?ect Fig.11! Sales and capacity of products of polymerisation
t6 non sufficient data base (see fig. 11) . Fig. 7 shows a (SoutrcetModell Chemische Technlk (1976) , ps 4=25)
siirvey of the interdependent relationé of the total nodel.

The simultaneous mode l-method-linkage represents a hew area

in the methodical and model technical sense. The arising

difficulties require essential consequénces in theé future

work in the area of model coupling. The definition of inter=

faces is a basic prereguisit of an integration of different

model types. Such a definition includes not only the number
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and the type of variables but also the dimension and the
scale factor of the concerned size. Disregard of these re-
strictions leads to difficulties when the SD- and LP-model
are brought together with the I/O model regarding the valu-
ation of quantity streams. '

The valuation at cost prices in the LP model (SD model) must
be made consistent with the valuation at ex-works-prices
in the I/O model.

Because of the different model concepts of System Dynamics
(dynamic) and the Linear Progrémming (static), difficulties
can arise in the timing of the coupling. The optimal capacity
fixed in the LP model should be realized in a four years
optimization interval by the SD model (that means that the
coupling is executed in a time interval of 4 years). This
model coupling as a funétion of time is a problem in the
sense that for example for profitability of the Chemical
Technique could change within one projected interval of two
optimization moments. This includes the risk of the optimal
operation structure of the LP model becoming invalid. The
following coupling concept shows an alternative to this

time dependent coupling and also a solution to the problem:
the control of the call of the LP model is carried out with
regard to defined boundaries that means, if the profitability
changes in a way to disturb the lower and upper conditions,
there is a new call of optimization. This concépt burdens '
the central processing time, but enables additional infor-
mations.

2.1.4 Summary

At this‘moment, the total model with its already relative
complex submodels (Input/Output-, Linear Optimization- and
System Dynamics Model) represents the first step in solving
the problems of a technology assessment with respect to
overcome critical raw material shortages and to realize the

saving of raw materials.
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Such a model-method-integration is an instrument making plain
how to deal with complex and comprehensive socio-economic
phenomena in an easier way. After further experiences with

the practical model application and after methodical improve-
ments, an instrument should be created which will fulfill also
the requirements of practice. It is hope that further expe-
riences with the practical model applications and the metho-
dical improVeménts would create an instrument which would

fulfill also the requirements of practice.

2.2. Model for planning innovative investments of the machine

building industry

2.2.1. The problematic nature and the process of development
of the innovative investment planning in the machine

building industry

This study deals with investment planning in providing of new
equipment to small and medium size companies in the machine
building industry, whereby an exemplary investigation of the
application of the NC-technology was performed and the analysis
of more complex automation (a computer baéed job planning
system and a flexible system of production manufacturing)

has been started.

The automation of limited guantity production of macline
building industry is characterized today by a conversion
process towards growing computer based applications both in
material processing and transport as well as in the planning
phases construction, operations scheduling and manufacturing
control. If from the technical standpoint individual pro-
cesses and elements of the manufacturing process are to be
automated the task of the investment planning consists in

conducting a critical report of the efficiency.

The problematic nature of such an investment decision can be

outlined as follows:
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- the introduction of certain production equipment is linked
to complicated and expensive technical/organizational
processes of adaption;

- the production equipment determines in long range the
potential manufacturing program of a company;

- the production equipment of the above mentioned industry
requires a considerable amount of capital;

- the question of financing of such investment projects has
great importance for the company;

- in planning of automation processes of limited quantity
production for firms of machine building industry, the
consequences of different strategies must be investigated
concerning the objects of investments regérding the
financial, personal, organizational and social effects.

Because of the interactions between company and its environ-
ment next beside to the internal aspects, macro-